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Executive Summary

The NEMO project aims to revolutionize the management and orchestration of applications and
resources across the loT-edge-cloud continuum by introducing a meta-Operating System (meta-OS).
Through this approach, NEMO provides a unique framework for businesses to optimize service
deployment and resource management across different verticals.

To validate these capabilities, NEMO is piloted in five verticals—Smart Farming, Smart En , Smart
Industry, and Smart Media—across nine use cases. These pilots provide real-world environmeMg with
diverse requirements to test, evaluate, and refine the NEMO platform.

Deliverable D5.3 - NEMO Living Labs Use Cases Evaluation Results-Initial Ve‘@p ents the
outcomes of the trials, focusing on the development and deployment of applicatiopgan vices within
the Living Labs. It provides an evaluation of the initial implementation efforts enting:

e Technical developments carried out by each pilot, including tH{eNgesign, installation, and
configuration of hardware and software components.

e Implementation of trial-specific applications and service ill be integrated into the
NEMO framework for validation.
e Intermediate results, demonstrating the feasibility rfo ce of key functionalities before

full-scale NEMO integration.

A key aspect of this deliverable is to assess the t
them with NEMO's objectives. These develop
validation phase, ensuring that NEMO proyfties
owners, and end-users.

nical advalficements within each pilot while aligning
nts willj serve as the foundation for the integration and
iblgbenefits to application providers, infrastructure

Additionally, an update to the project’s Da anagement Plan (DMP) has been conducted, based on
feedback from Consortium memb The updated DMP incorporates more detailed questionnaires,
gathering input on ethics, used an d datasets, and data management processes, compared to the

second version of the Dg\/[P, Q mitted in Month 18.
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1 Infroduction

The NEMO project aims to revolutionize the way computing workloads, network resources, and
applications are orchestrated across highly distributed environments, spanning IoT, edge, and cloud. In
modern digital ecosystems, businesses and industries rely on hyper-distributed applications that operate
across diverse infrastructures with varying levels of computational demands, data exchange needs, and
security requirements. Managing such complex environments efficiently, while ensuring cybersecurity,
flexibility, and interoperability, remains a significant challenge.

To address this, NEMO introduces a meta-Operating System (meta-OS), which provides a cpure,
flexible, and efficient orchestration framework for applications and resources operating 4cro ferent
layers of the cloud-edge-loT continuum. The NEMO meta-OS is being Vali@rough five
application verticals—Smart Farming, Smart Energy, Smart Industry, Smart Meggia affl XR which
include a total of nine use cases. Each of these use cases presents uni unges related to
ifstakeldlder interactions.
integrate, manage, and
nsuring compliance with

computational performance, networking, security, data privacy, and mu
These use cases serve as testbeds for evaluating NEMO’s ability to seanalg
optimize application execution across different infrastructure layers j %
data protection and privacy regulations such as GDPR.

1.1 Objectives of the document

The successful validation of NEMO innovations requireY a structured approach to development,
integration, and testing. This deliverable, D5.3 MO Liying Labs Use Cases Evaluation Results
(Initial Version), presents the progress made in thie five Living Lab trials—Smart Farming, Smart Energy
& Mobility, Smart Industry, and Smart Megdi R by documenting the advancements in application
and service development, their align O functionalities, and preliminary validation
efforts.

This document provides insights infg@&he statlis of use case-specific applications and services, tracking
their integration into the NEMO @

1
\

testing. The primary focus jsggn
orchestration, workload®migftiony bersecurity enhancements, can support and optimize different
applications across I4 e& cloud infrastructures.

needs. The upddgd DIVIP is based on feedback from consortium members and incorporates refinements
to ethics ar{d,datp Management processes following previous evaluations in D5.1 [4] and D5.2 [5].

onnection to Other Work Packages and Deliverables

This dodument, D5.3 — NEMO Living Labs Use Cases Evaluation Results (Initial Version), is the third
deliverable in Work Package 5 (WP5) and serves as an intermediate evaluation of the progress made in
the NEMO Living Labs. It builds upon the preparatory activities outlined in D5.2 [5], providing updates
on pilot-specific application and service developments, their alignment with NEMO functionalities, and
the early validation efforts conducted in each trial.

This deliverable is linked to D1.3 [3] — Refinement of Functional and Non-Functional Requirements of
the NEMO meta-OS. Following the pilot preparation activities and initial technical validation, the use
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case definitions and specifications were revisited, leading to refinements in the functional and non-
functional requirements of the NEMO platform. These refinements directly influence the validation
scenarios presented in D5.3

The final outcomes and validation results from the NEMO Living Labs will be consolidated in D5.4 —
NEMO Living Labs Use Cases Evaluation Results (Final Version), due in M36. This forthcoming
deliverable will document the outcomes from the fully integrated applications and services, further
assessing NEMQO’s impact across its application verticals.

1.3 Document Structure and Overview

The rest of this document is structured in the following manner:
t&trials: Smart

e Sections 2 to 5 present the intermediate results and validation efforts from
Farming, Smart Energy & Mobility, Smart Industry, and Smart Medi R. Each chapter
documents the progress made in each pilot, updates on technical valj se case sequence
diagrams, and insights into the integration of pilot-specific applica&vith the NEMO meta-
OS.
e Section 6 outlines the updated Data Management Plan (DME glting refinements made in
response to feedback from consortium partners. This sgg jghts any changes in data
collection, management, and compliance aspects f@llowing ongding pilot activities.
e Section 7 presents the conclusions and summarize ps in the pilot implementation
process.
e Detailed information on the datasets i ied in t

ibility, and alignment with FAIR (Findability,
principles.

each dataset, including its source,
Accessibility, Interoperability, Ragusa

The structure of this deliverable follows a matic approach to present intermediate results of the
trials:

es section provides an overview of each pilot site, emphasizing
e no significant changes have occurred, a brief summary of the
fves is included.

Trial Site Description and U

existing infrastructurSyg
Technical Validatic
functionalities integra
within the use
Use Case S eDiagrams: To visualize the interactions between NEMO and the different pilot
. @ ed sequence diagrams are included. These illustrate communication flows, data
exgll S, decision-making processes within each use case. Only new updates since the last
delivgable are included here.
of Activities: This section presents an updated roadmap for the pilots, detailing key
milestones, integration efforts, and deployment timelines to ensure alignment with the project’s overall
objectives.
Intermediate Results: As NEMO progresses, this section summarizes intermediate findings,
documenting application/service development progress, results. These results will serve as a basis for
the final evaluation phase in D5.4 - NEMO Living Labs Use Cases Evaluation Results (Final Version).
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2 Smart farming Trial

2.1 Introduction and Use case Applications

Agriculture remains a crucial domain for human survival and economic stability, providing food
worldwide. With the increasing demand for enhanced production both in volume and quality, several
actions have to be taken in order to assist the farmer in this goal. In this context, NEMO through the
Smart Farming pilot is aiming to enhance the Agriculture 4.0 functionalities needed by gie farmer
through its platform capabilities. \

The test environment is in Agia Sofia estate, an organic olive farm located on the M, r%a and
expanding over 200ha. The farm is using state-of-the-art processes for bottling olive qil fgcuS#ig on the
quality perspective. In this context, the use of smart farming techniques within the framework
targets to provide high quality standards during the production process as well. w- scenarios under
investigation, Aerial Precision Bio-Spraying and Terrestrial weed manag aph to improve the
traditional farming procedures used focusing on the efficiency and qualit &ﬁnal product.

In the smart farming pilot two applications are implemented, relevag ating NEMO, as follows.

SF_01: Aerial Precision Bio-Spraying: This Use Case targets #gprotgct JMve trees from insects and
diseases, such as the olive fruit fly. This is achieved b ucti targeted aerial spraying on the
affected trees with the use of ML and UAYV technologies. eduffe takes place in the entire [oT-
edge-cloud continuum by utilizing the available rgsources Yemonstrating the benefits of the NEMO
meta-OS framework.

SF_02: Terrestrial weed management. This
achieved by deploying autonomous robot ta

e Casejaims to the autonomous weed mowing. This is
le of detecting obstacles such as trees, humans,

etc. The process of detecting and classf e\detected object is using ML components that can be
deployed across the IoT-edge-cloud cont with several benefits in the domains of energy and
finance.

2.2 SF 01 Aerial Precigio praying

conducted withj

boundaries.
acquigitio ed within the designated area, maximizing efficiency and preventing unnecessary
dafg utside the target zone. During the flight high-resolution images are captured with

optil@d overlap to ensure comprehensive coverage of the area. This ensures that the subsequent
steps can work with detailed and redundant data, minimizing gaps and errors in the analysis.
Once tht images are collected, they undergo georeferencing and transformation into orthophoto maps,
creating an accurate, spatially consistent representation of the surveyed region. These orthophoto maps
serve as the foundational dataset for the next step, which involves segmentation techniques applied to
extract the exact locations of olive trees. Through machine learning algorithms, individual trees are
identified and distinguished from other land features, ensuring precise targeting.

Once the tree locations are extracted, they are then used as waypoints for a custom waypoint navigation
mission, where each identified tree is assigned a specific GPS coordinate. This step ensures that the
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spraying drone can navigate efficiently, reducing unnecessary flight time and optimizing the use of
resources. After defining the waypoints, the system proceeds with a custom waypoint mission for micro-
adjustments and precision bio-spraying, where the drone adapts its path dynamically based on captured
images and real-time olive-trees segmentation results. This level of fine-tuned control allows for the
precise application of treatments, minimizing waste and improving efficiency. The process is cyclical,
meaning it can be continuously refined with each mission, leveraging new data to enhance accuracy and
effectiveness over time. By integrating aerial imaging, geospatial analysis, and autonomous drone
navigation, this workflow exemplifies a modern approach to sustainable and efficient precision
agriculture.

Drone flight and
images capturing
with optimal
overlap

Custom waypoint’ Georeferenced
mission for micro- images
adjustments and transformed to

precision bio- Orthophoto
spraying. maps.

Olive trees
locations as Segmentation on
waypoints for Orthophoto maps
custom waypoint to extract olive
navigation trees locations.
Mission.

Figure 1 Schematic of the procegf foll WM Aerial Precision Bio-Spraying use case

Orthophoto Maps
The creation of Orthophoto maps @ OpenDroneMap' (ODM) involves a series of photogrammetric
processing steps that transforngindi .&. drone-captured images into a geospatially accurate mosaic.
The process begins wigh imgbe Wignigefit, where feature matching techniques such as SIFT (Scale-
Invariant Feature Tragsfo of ORB (Oriented FAST and Rotated BRIEF [2]) detect common key
points across overlapp) s. These matched points allow the software to triangulate the position
of each image relati % p¢ others and the ground. This computationally intensive procedure takes
place in cloud i aiafic.

Once alig t 19peomplete, the images are georeferenced using metadata from the drone’s onboard
INU finertial Measurement Unit) sensors. The transformation into an Orthophoto requires
g distortions caused by the camera’s perspective and terrain elevation changes, a process known
ectification. ODM uses Structure-from-Motion (SfM) [3] and Multi-View Stereo (MVS)
algorithiis to generate a sparse point cloud, which is then densified into a 3D model before being
flattened into a high-resolution GeoTIFF? orthophoto.

A crucial factor in Orthophoto quality is the image overlapping. The general industry standard
recommends at least 70-80% front overlap (along the flight path) and 60-70% side overlap (between
adjacent flight lines) to ensure accurate reconstruction. Insufficient overlap can lead to gaps, poor

! https://www.opendronemap.org/
2 https://docs.ogc.org/is/19-008r4/19-008r4.html
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alignment, or distortion in the final map. OpenDroneMap optimizes this process by leveraging
progressive bundle adjustment, a method that refines camera positions iteratively to minimize projection
errors.

Once processing is complete, the final Orthophoto map is stored in GeoTIFF format, where each pixel
is assigned precise GPS coordinates. This allows seamless integration into GIS software for further
analysis, such as segmentation, classification, or precision agriculture applications. By leveraging
ODM’s open-source capabilities, users can achieve high-accuracy mapping without relying on
expensive proprietary photogrammetry software.

R
A

¥

A

(i) Isolated area of interest (ii) Area of interest with respect to the entire farm

Figure 2 Isolatio the ared of interest based on the Orthophoto maps

1§si6n, Microservices Approach and NEMO integration

m, Figure 1, follows a microservices-based architecture, where each
3 igation, image capturing, segmentation, center extraction, and final
navigation—is imple @ as an independent service pod, Figure 2. This modular approach enhances
scalability, fault ame€, and flexibility, as each microservice can be deployed, updated, or scaled
independently Agse workload demands. By decoupling functionalities into distinct services, the
system ens@x ailures in one component do not affect the entire pipeline, making it more resilient

Custom Waypoint ngvi
The custom waypoingmisss
processing stage—waSioi

an \E2)

The s operates as a triggered task pipeline, where each task is activated upon reaching a specific
waypoint, ensuring a seamless and automated mission execution. The communication between the
components has the following structured flow:

1. Waypoint Navigation & Task Triggering:
o The Waypoints Navigation Service Pod sends commands to the drone hardware to
move to the next waypoint.
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o Once the drone reaches the waypoint, it triggers the next processing stage via an API
call.

2. Image Capturing:

o The Image Capture Service Podreceives a trigger and commands the drone’s
camera (via Jetson Orin Nano) to capture an image.

o The captured image is then stored in MinlO cloud Storage.

3. Image Segmentation & Mask Generation:

o The Image Segmentation Service Pod fetches the captured image from the storage and
applies a pretrained YOLO model for olive tree segmentation stored in MalO cloud
storage to identify and segment olive trees.

o The output of this step is a predicted segmentation mask, which is stored bf& 10

cloud Storage.
4. Center Coordinates Extraction: £ :
o The Center Extraction Service Pod retrieves the predicted segmen mask and
extracts the center coordinates of the segmented object.
o These coordinates are then stored in MinlO cloud Storage fi se.

5. Navigation to Center Coordinates:

o The Navigate to Center Service Pod retrieves thg
and commands the drone to move precisely to thatdgca'
navigation.

o This ensures fine-grained navigation, allging fo cision actions such as targeted
bio-spraying.

acted center coordinates
before resuming waypoint

In the workflow presented in Figure 3, the Conte ker plays a pivotal role orchestrating the different
services in terms of communication and synchgbnizations. It is upon the Context Broker to ensure that
each task triggers the next step automag in a gtreamlined sequence. The NEMO Meta-OS

powerful cloud or edge nodes, whilaightweight tasks, like waypoint navigation and image capturing,
remain on the drone's onboard Jet @ i
rc ﬁ

bottlenecks, ensures optimal

Jetson Nano, transfo
allows the drone to

Document name: NEMO Living Labs use cases evaluation results - Initial version Page: 19 0f 116

Reference: D5.3 |Dissemination: PU Version: (13.0 |[Status: Final




Gommanes
drone to
move to

next
ey poi

Commands
arcoa 1o
maove to

center

Stares Canrer
Storas Predictad coords

Swves caplured
mage

Figure 3 Aerial Precision Bio-Spraying 4 % ure

Use Case Equipment

In the previous section the advancements in the software dg€eloped for this particular use case were
described. In this Section the two main Hardware phatforms ofthe SF 01 use case will be presented, the
drone responsible for the image acquisition andthe AI/ML processing board. The Holybro X650 Dev
Kit3, Figure 4, is a versatile and open-s ment platform designed for researchers and
developers working on autonomous UA Wap " It features a carbon fiber foldable frame with a
650mm wheelbase, making it portable r various testing environments. The drone is powered
by T-Motor KV330 motors and Tekko32 F SCs, ensuring stable and efficient flight performance.
It comes with the Pixhawk 6X flight gentrollef, running PX4 open-source firmware, providing extensive

support for advanced navigation, le avoidance, and autonomous flight missions. The kit includes
GPS module, telemetry radiggga ple connectivity options such as CAN, UART, and 12C,
enabling seamless integgatioflwi s and additional peripherals. With support for ROS 2 [4] and
MAVSDK*, the X64Q i 1 platform for Al-driven aerial robotics, precision agriculture, and

research applications,

3 https://holybro.com/products/x650-development-kit
4 https://mavsdk.mavlink.io/main/en/index.html
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(i) Side view of the drone

Figure 4 Drone deployed in the Aerial Preci prdlying use case

As a companion computer on the drone to host t L algdgithms an Nvidia Jetson Orin Nano 8GB,
Figure 5, is selected based on the NVIDIA Ampere architecture with 1024 CUDA cores and 32 tensor
cores offering Al performance of 76 INT8 TOPS, In the Jetson, a k3s cluster is installed and configured

Figure 5 Jetson Orin used in the use case for the inference part
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(i) MinlO inference results data storage (i) Inference result imagde ‘

Figure 6 MinlO data storage housing the inference results

/ # curl =X POST \
> http://inference-api-service/inference \
> -H 'Content-Type: application/json' \

> -d '{"image_minio_url": "minio://inference-api/images/IMG_240417_072655_0040_RGB.JPG"}'
{"result_minio_url":"minio://inference-api/results-api/6alb6e23-70ff-4204-b838-9a554dbc99dd.png"}/ # |}

Figure 7 REST API for inference result

2.2.2 Technical validation

The Smart Farming trial's technical validation will be carri
the table below, addressing SF_01

out’through the test scenario detailed in

SF01 Test Scenario_1

SFO1_Test Scenarig
Scenario ID
ning image segmentation ML models used in Smart
jeation for olive tree identification by UAV. Local trainings,
different app users, i.e., Smart Farmers, will be performed in clusters
ent administrative domains. Secure communication of ML model
Objective cters between participants and aggregator nodes will be achieved via

p¥¥acy preserving FL techniques and secure micro-slice creation through mNCC.

@ rained model will be stored and served by NEMO. Execution of training
workloads will be constrained in user-defined clusters. Also, tokens will be

calculated for the provision or use of NEMO apps and resources.

MLOps (FL, model storage, model sharing)

Meta-Orchestrator, PPEF, CFDRL (Observability, Workload deployment &

migration, limit execution within a cluster set)

Features to be |CMDT (workload discovery)

tested Intent-based API (app and resource selection)

LCM (app deployment and LCM visualization)

IdM & Access Control (users)

MOCA (tokens’ calculation)
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SF01 Test Scenario 1

mNCC (secure micro-slice creation)

Requirements
addressed’

SF 01 FROI, SF 01 FR02, SF 01 FR0O3, SF 01 FR04, SF 01 FRO7,
SF 01 FRO8, SF 01 FRO11, SF 01 FRO12, SF 01 FRO14, SF 01 NFROI,
SF 01 _NFR02, SF_01_NFR03

KPIs?

KPI SF 01 1, KPL SF 01 2

Prerequisites

The NEMO platform should be installed and configured. At least 3 users are

registered and signed in with relevant access. One of them (let assumgthey are
called OWNER) is acting as Smart Farming Application Owner (SFMO
by W

uploads their Smart Farming App in NEMO, available for deploym d
parties and has access as NEMO partner (see NEMO roles in D1.2 | ]%st of
the users (let assume they are USER A and USER B) should be regigte oth as
NEMO cluster providers, having provided their resources i O, and as
consumers, wishing to deploy the Smart Farming app i resources only
through NEMO. Thus, individual clusters in different rative domains
should be available for each of these cluster provider& for simulating the
resources (at least 1 edge/cloud server and 1

application users. FL training should be supported
Smart Farming application. The clusters sh
order to be integrated into NEMO res
as FL participants. NEMO should be
training tasks in user-defined resources.
FL training task. Also, 1 user jshggistere

the Smart Farming
least one ML task in the
pfigured appropriately, in
bleto run local training tasks
order to allow restricting FL
R should be able to initiate an
s meta-OS Provider (ADMIN).

Test steps

o

Resource onboarding
1. USER A sig
onboarding fdnct

2. USER A sele
relevant info.

3. USER ANs notified about the result through the dashboard.
ormed about their credits.
llowed by USER_B.

n\he NEMO dashboard and accesses the resource

—

tion to add their resources into NEMO and provides

OWNER signs in NEMO as meta-OS consumer.

he OWNER uploads their application into NEMO and is notified about

the result.

3. As soon as the upload is successful, it will be available for third parties to
deploy and use it.

4. The OWNER enables and configures the plugin that allows FL training to
be initiated for an ML task in their application.

5. The OWNER visualizes lifecycle data and credits through the NEMO
dashboard.

Workload execution

1. USER_A accesses the workload execution functionality in the NEMO
dashboard.

5 Based on naming adopted in D1.1.
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SF01 Test Scenario 1

&8s NEMO

only.

FL training

(rounds, epochs, FL partic

Model sharing & deployment

model on their UAV.

dashboard.

2. USER A selects the Smart Farming app to be executed in their resources

3. USER_A enables FL training for the app’s ML tasks.
The same steps are followed by USER_B.

1. The OWNER sends a request for FL training for their app.
2. The FL training process is executed with the user-defined p@grameters
3. The training process is completed, and the aggregate model is X

4. USER_A and USER B are notified about the newly trainm&g‘)%

ipants, etc.)

1. USER_A sends a request through the NEMO dashb deploy the new

2. USER A checks that new models are deployed &r evices through the

USER_B get notified accordingly.
Success state N

The final ML model is stored in NEM
The final ML model gets deployed on

The training process is completed successfu

Sourc
t d WAV.

WNER, USER A and

The training process has not be
Failure state The final ML model is not
The final model has not be

complyd; and/or
cessible; and/or

deplo;):d on the UAV.

Responsible for

testing and ESOFT, SYN
implementation

Risks No risks identi so far.

2.2.3 Use case di r.a

1 Test Scenario SF 01

The use case diagram se in deliverable D5.2 [5] provide a detailed description of how the several

entities interact with

er. These diagrams are foreseen to be updated in deliverable D5.4 with the

finalization of th¢™ g use case as new interactions may be needed as the project progresses.
activities

Estimated
start date

Estimated
end date

Notes

Trial set-up and equipment procurement M5 MI18 Completed
Initial implementation and validation M19 M30 Completed
Validation is mainly on the basis of the
Final implementation and validation M31 M36 final integrated prototype with NEMO
platform

Table 2 Timeline of activities for SF 01
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2.2.5 Intermediate Results

A custom dataset has been carefully curated for olive tree segmentation using drone imagery, ensuring
a robust and diverse representation of different environmental and operational conditions. It consists of
a total of 938 images, split into 655 for training, 141 for validation, and 142 for testing, making it well-
structured for deep learning model development and evaluation. The dataset is object-dense, with a total
0f 9,025 bounding boxes, averaging 12.76 annotations per image across all splits. Howeger, when
broken down by subset, the training set averages 9.54 trees per image, while the validation andQgst sets

maintain a slightly higher density of 9.86 and 9.75 trees per image, respectively. ‘D
rat®8 images

A key strength of this dataset lies in its diverse environmental conditions, as it gnt

captured during various weather conditions, such as sunny, cloudy, and afternoon {1 1 is variation
in lighting and shadow conditions enhances model generalization, helping tofp 1 t biases toward
specific illumination patterns. Additionally, multiple flight heights were, @hdQERg ated leading to

variations in tree size and scale within the images. This ensures that the da Well suited for models
that need to generalize across different resolutions and perspectives, rtlcularly valuable for
real-world drone applications where altitude changes can significa b] ect appearance.

al ca /known for its high accuracy in
ion of 4608 x 3456 pixels,
e high resolution ensures that even small
the dataset.

The dataset was collected using a Parrot Sequoia multisp
agricultural applications. Each image is captured at a
providing detailed tree features for precise segmentation.
olive trees or partial tree canopies are accurately sented

The dataset follows the Ultralytics® YOLQase
models such as YOLOv11-seg. Each imdge i th

entatyon format, designed for training segmentation
aset has an accompanying text file that contains

the segmentation mask information. The at igas follows:
¢ One text file per image: 1mage has a corresponding txt file format with the same name,
storing the segmentation i
e One row per obje the text file represents a single segmentation instance (i.e., a
tree canopy).
e Object info row Each row contains:
o Cla n integer representing the object class. In this dataset, olive trees are
class 0.

on coordinates: A series of normalized (x,y) coordinates representing the vertices
segmentation mask polygon. The coordinates are relative to the image dimensions
@ range from O to 1.

Exarfgle YOLO Segmentation Annotation Format:

00.4157°0.0124 0.4047 0.0176 0.3926 0.0185 0.3904 0.0197 0.3889 0.0223 0.3830 0.0443
00.681 0.485 0.670 0.487 0.676 0.487

¢ https://docs.ultralytics.com/
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In this example:

o The first row represents a segmentation mask for an olive tree (class 0), defined by a polygon
with vertices at (0.4151, 0.0124), (0.4047, 0.0176), (0.3926, 0.0185), etc.

e The second row is another segmentation instance, also labelled as class 0, with a polygon
defined by fewer points.

By merging data from multiple flights, this dataset promotes robust segmentation performance, reducing
the risk of overfitting to a single environmental condition. The combination of varied lightif, diverse
shadow patterns, and multi-altitude imagery makes it highly representative of real-world agri@ltural

settings, ensuring that models trained on it can perform reliably in operational drone-ba cysion
agriculture tasks.

Figure 8 Images from the training dataset used

LOv11-seg for Segmentation

vious implementation, we leveraged the YOLOv8-Nano and RepViT-SAM models to develop
based precision agriculture solution for olive tree segmentation, proposing two distinct
approacfies to address the challenge of limited and variable-quality data. In the context of continuous
service improvement and optimization the YOLOv11-Seg was tested and implemented in this particular
use case. YOLOv11-Seg introduces significant advancements in accuracy, robustness, and efficiency,
making it a more suitable choice for UAV-based agricultural applications.

The transition from YOLOvS-Seg to YOLOV11-Seg brings enhanced mask precision, improved small
object detection, and superior generalization across varying lighting conditions and flight altitudes.
Additionally, YOLOvV1 1-Seg optimizes real-time inference, enabling efficient onboard UAV processing
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without heavy reliance on cloud resources. These improvements make YOLOv11-Seg an ideal model
for olive tree segmentation, ensuring higher detection accuracy, reduced segmentation errors, and
greater reliability in precision spraying workflows.

To effectively adapt YOLOv11-Seg for olive tree segmentation, we fine-tuned the YOLOv11-Nano
model on our custom dataset. The Nano variant was selected over larger alternatives (Small, Medium,
Large) due to its lightweight architecture, which enables real-time inference on edge devices such as the
Jetson Orin Nano, while maintaining high segmentation accuracy. Training was conducted for 74
epochs, with early stopping applied after 15 epochs, using an image size of 1024 pixels. e model
achieved a mean Average Precision (mAP50) of 0.959 and mAP50-95 of 0.728 on the valida set,
and mAP50 of 0.914 and mAP50-95 of 0.76 on the test set, with an average inference ti 49ms
per image on an RTX A4500 GPU. This represents a significant improvement ov: %Vious
implementation using YOLOv8n-Seg, which, after fine-tuning, achieved an mAPQ) . These
results demonstrate a strong balance between accuracy and computational efficienC¥® confirming
YOLOv11-Nano as a practical and effective solution for autonomous ased olive tree
segmentation, enabling real-time decision-making and precision agric capplications without
compromising performance.

2.3 SF_02 Terrestrial weed management

2.3.1 Trial Site Description Updates

This scenario deals with terrestrial weed management basd@ on AGLV moving autonomously on the
olive grove, and applying weed controls, respec organicyerop development practices. The AGVL
aims to facilitate the weed control process by afitomating the process done by the workers. To achieve
this goal, the use of an autonomous mobile gob@hor Autpmated Guided Land Vehicle (AGLV) that can
actors driving this idea are:

- A Smart Agriculture AGLV design, fo on hardware that can be programmatically controlled.

- Autonomous operation to guaraggee the AGLV can move safely between locations in the designated
area, always avoiding obstac e _people, trees, or anything else in its path while reaching its
destination.

Equipment used stypase
In this context a custerigd was created with an onboard Jetson Xavier NX, a Zed2i stereo camera,

benefit from tHCQEERPB02.11ac standard capabilities. The Jetson performs all the processes for detecting
an object ding the relevant command to the microcontroller that handles the drivetrain of the
ro is ieved using the UART protocol for bi-directional communication. The drivetrain board
of t ot is the SynBoard custom PCB.
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Software

The Operating System running on thgdetson i§ ROS’. ROS operates on a distributed system architecture,
where multiple nodes (software pr@ce$ses) can communicate with each other through a communication
framework. The communicatj pbrk enables nodes to send and receive messages, and to
subscribe to and publishedatof§treafps. W way that the AGVL’s software is orchestrated leverages from

the inherited propertjRg o he software presented later in this section follows the microservices-
architecture by splitti# ca® logical functionality into a dedicated container that is resilient and

autonomous.

The software this use case was running both on the Jetson board and the SynBoard. The
AGLV’s a s navigation system is powered by a collision avoidance service that combines an
ob clegtigh algorithm with movement commands to guide the AGLV. This service has two main
fun s: navigating without obstacles and avoiding obstacles when detected.

For navigation, the AGLV uses odometry data to track its position. In our setup, the Zed?2i stereo camera
provides this information through its built-in sensors, including stereo cameras, an Inertial Measurement
Unit (IMU), and a barometer. The IMU delivers inertial odometry data, which includes the camera's
linear and angular acceleration and rotation, while the barometer provides altitude measurements. These
data, combined with odometry data from the camera, are available via the “/zed2i/zed node/odom” topic

7 https://www.ros.org/
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in ROS after launching the ZED-ROS-Wrapper® package. By subscribing to this topic, we can calculate
the AGLV’s current position and orientation using the transformations library. With the goal coordinates
known, we compute the necessary yaw for the AGLV to move in the correct direction. Once aligned,
the AGLV moves forward, and we monitor the distance to the goal, stopping it if it gets too close.

When an obstacle is detected, the system divides the image with the obstacle into 3 columns and 5 points
sections: left, middle left, centre, middle right, and right. The algorithm then calculates the distance
between the camera and five key points in the bounding box. If any of these distances are below a set
threshold of 0.8 meters, those points are flagged. The system determines which part of the ifaage (left,
middle, or right) the closest points belong to, and based on this, it decides which way the AGL ould
turn to avoid the obstacle. For example, if the closest points are in the middle and right jonpthe
AGLYV will turn left to avoid the obstacle. The AGLV continues turning in this directio @points
are below the threshold (i.e., no more obstacles). After that, it moves forward for aghoyt tiffic before
using the first part of the algorithm again, unless another obstacle is detected. The Zed2M8tereo camera
also provides a depth map through the “/zed2i/zed node/depth/depth registerg ic, which shows
the distance from the camera to each pixel in the image. This allows to c e distance to any
n dgte
t

detected obstacle based on its position in the image. If no obstacles have b cted, the AGLV relies
on the navigation system to move. If an obstacle has been detected, switches to obstacle
avoidance, guiding the AGLV to safely move around it.

depth

=

o - v S
g Motion 2
8 % control ] 2
8

i Motion -

e W

w

A feedback \

V Processoj k Microcontroller /
N/

bure 10 Logical diagram for the collision avoidance process

2.3.2 Te@ alidation

TheQufart Farming trial's technical validation will be carried out through the test scenario detailed in
the tab low, addressing SF_02

Motion
feedback

Scenario: SF02 _Test Scenario 1

Scenario ID SF02_ Test_Scenario 1
App owner as application provider.
AGLYV owner as resource provider.

8 https://github.com/stereolabs/zed-ros-wrapper
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Scenario: SF02 _Test Scenario 1
App user as app user.
Execution in NEMO resources (IaaS, SaaS).

Objective The objective is to validate the NEMO capabilities in supporting seamless operation
of AGLV-based terrestrial weed management, combined with SynField data, while
ensuring labor staff safety and safe AGLV movement across the olive grove.

Description This scenario deals with terrestrial weed management, based on AGLV moving

autonomously on the olive grove, and applying weed controls, respecting organic
crop development practices. The scenario assumes a Smart Farmer, who dSgires to
make use of a Smart Farming application, available through NEMO by a%’id

As the Smart Farmer does not own an AGLV, they may use one of t
in NEMO resources for their area, in order to apply weed control utd lly via
this AGLV. The Smart Farmer selects the AGLV out of th ble NEMO
resources and then deploy the app on it via NEMO. The ap ut10n should be
flexibly managed in order to allow it to be performed he AGLV or in
some edge or cloud device provided by NEMO, acc%rg 0 Smart Farmer’s
preferences or application or resource requirement
lower the ML model size might be needed to allgw
cloud devices, with minimal impact on perfo
calculation of tokens to be credited or charged
resources.

s, ML techniques to
e ecution in IoT, edge or
enario also involves the
on the use of NEMO apps and

Features to be
tested

Meta-Orchestrator, PPEF, CFDRL (%e abih/ty, Workload deployment &
migration)

mNCC (inter-domain comnfunication during migration)

CMDT (workload disc
Intent-based API (
LCM (app deploymen
IdM & Access Caatrol (
MOCA (token culation)

urce selection)
M visualization)

Requirements
addressed

SF 02 F #0» FRO3, SF 02 FRO4, SF 02 FRO5, SF 02 FRO6,
SF @2 M07,.8S#02 FRO8, SF 02 FR09, SF 02 FR10, SF 02 FRII,
S

02AERWr'SF_02 NFRO1, SF_02 NFR02, SF_02 NFR03

KPIs

2

Prerequisites

PO\

O framework should be deployed and functional. One registered user (let
me they are called OWNER) is acting as Smart Farming Application Owner
AO), who has uploaded their ML-based Weed Management App in NEMO,
available for deployment by third parties. At least 1 user (let assume they are called
USER_A) is registered in NEMO as a consumer for executing the aforementioned
apps in their resources. At least 1 user (let assume they are called PROVIDER) is
registered as a partner, having already integrated their resources (at least 1 AGLV)
to NEMO. The monitoring app (e.g. SynField®) is already running in NEMO
resources. USER_A is subscribed to the monitoring app. The AGLV must be able
to provide its data to edge/cloud device and receive commands. The AGLV App
may run an ML-based obstacle avoidance service, based on data collected by the
AGLYV. The Weed Management app is already registered into NEMO and available
for deployment by third parties. Also, 1 user is registered as meta-OS Provider
(ADMIN).
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Scenario: SF02 _Test Scenario 1

Test steps

Resource provisioning
1. The PROVIDER logs into NEMO dashboard.

2. The PROVIDER adds their AGLV in NEMO resources.

3. The PROVIDER is notified/informed of tokens and operations’ results
through the NEMO dashboard.

Resource & workload selection
1. USER_A logs into NEMO dashboard.
2. USER _A visualizes the available apps with available device\their
region.
USER_A selects the Weed Management app.
USER_A visualizes the list of available compatible devi@helr region.
USER_A selects the AGLV to lease.
USER_ A requests deployment of the Weed Mag& p in the AGLV.

Nk Ww

USER _A is notified/informed of tokens and o ions’ results through the
NEMO dashboard.

App execution

USER_A signs in the Weed Managey @ p.
USER_A configures a new ro r theWgGLV.
The AGLYV starts its route.

Upon detection of obstagle, the

M.

ompletes and application logs are collected.

Success state

d and AGLYV operation stops when the route is covered.
seamless.

Failure state

ollides with a tree or human; and/or
operation is interrupted or lags.

No risks identified so far.

Table 3 Test scenario SF 02

2.3.3 Use case diagrams

The use case diagrams presented in deliverable D5.2 [5] provide a detailed description of how the several
entities interact with each other. These diagrams are foreseen to be updated in deliverable D5.4 with the
finalization of the piloting use case as new interactions may be needed as the project progresses.
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2.3.4 Timeline of activities

Estimated | Estimated

start date end date

Trial set- i t
rial set-up and equipmen M5 M8 Completed
procurement
Initial implementation and validation M19 M30 Completed
‘
Validation is mainlygon he@sis of
Final implementation and validation M31 M36 the final integra rototype with
NEMO platf

Table 4 Timeline of activities SF 02

2.3.5 Intermediate Results

During the testing phase the object detection and avoidange capaD
Yolo v5 object detection algorithm used was trained wit i
custom dataset created by images of the testing area. Thijdeteétion’algorithm provides the relevant
input to the navigation algorithm. The navigation aigorithm §,evaluated under three scenarios, namely
“I-static object”, “2-static objects” and “moving object”. Under these scenarios the following metrics
are evaluated:

ofZthe robot were tested. The
ion of the COCO dataset and a

- The number of times that it w ossible to avoid an obstacle over the number of times an
obstacle was detected.

- The distance between the robet and tife object.

- The time required for the t to detect the object, calculate the new path to be followed and
ultimately avoid the object®

- [ ]
Figure 11, Figure 12 Fi and Figure 14 demonstrate the effectiveness of the detection and
navigation algorithm t eviously mentioned metrics. Overall, the behavior of the robot was
satisfactory, and the re successful.
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The measured distance from the robot to the detected obstacle during route 1
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@\" Figure 12 Results obtained with two stationary obstacles
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The measured distance from the robot to the detected obstacle during route 3
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Figure 13 Results obtained with two stationary obstacles in@!‘croute

The measured distance from the robot to the detected obstacle during route 4
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Ugure 14 Results obtained with three moving obstacles

The overal (D2 forrance of the navigation algorithm is demonstrated in Figure 15, which shows the total
f 8gstafles detected and avoided across the different routes the robot was tested on. The results
hat the robot successfully avoided all obstacles on every route, leading to zero collisions. This
robot can efficiently move from the starting point to the destination while steering clear of
any obstacles. Additionally, Figure 16 presents the robot's response time measurements. Regardless of
the route type (whether it involves static or moving obstacles) or the number of obstacles, the robot
consistently achieves response times of under one second. This shows that the robot can react quickly
to avoid any obstacle in its path.
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Number of obstacles that were avoided out of the total detected obstacles for all routes

Route 4

Figure 15 Success of the obstacle avoidance alg
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Figure 16 Time required for each trial for the AGVL to detect and avoid collision
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3 Smart Energy & Smart Mobility Trial

3.1 Introduction and Use case Applications

The Smart Energy Living Lab is located in Terni, central Italy, and is managed by ASM Terni. As part
of the ongoing transformation of the electric distribution network, this trial focuses on addressing
challenges associated with the increasing penetration of renewable energy sources (RES) and the
evolution of urban mobility. While the integration of RES is essential for reducing carbo issions
and dependency on fossil fuels, it introduces grid stability issues, including voltage fluctuationsNgurrent
imbalances, and reverse power flow. These challenges necessitate advanced monitoring, W nd

optimization strategies to ensure a stable and efficient electrical distribution system.
aﬁs;

wer Quality
id levels. These
ances in both the
rovide high-resolution
tion, supporting faster

Analysers (PQAs) and Phasor Measurement Units (PMUs) deployed at diffe
devices play a crucial role in tracking power flow, voltage variations, andf®i
medium-voltage (MV) and low-voltage (LV) segments of the network. P
synchronized measurements that enable fault detection, classification, a
mitigation strategies. Data collected from PMUs and PQAs are pro locally at the edge—for
real-time event detection—and remotely in the cloud, where do ata is stored for further
analysis. This dual-layer approach minimizes communiggtion o ad Wwhile ensuring timely and
reliable fault response mechanisms.

A key component of the trial site is its real-time monitoring infrastructure, which incl
‘

li

Beyond grid monitoring, the Smart Energy Livi
vehicle (EV) charging, parking systems, and
presents both opportunities and challenges tion network. If unmanaged, EV charging can
exacerbate grid congestion; however, whén strat y coordinated, it can improve grid balancing by
shifting demand to periods of peak RE ation), Through predictive modelling and demand-response
mechanisms, the site leverages data from Chargers, parking sensors, and mobility platforms to
optimize charging schedules, reducggenergy/waste, and enhance eco-mobility services. Additionally,
crowd-sourced data, environment itoring, and traffic flow analysis support real-time decision-
making, further improving thegffic urban mobility.
[ ]

Based on the modifigatio in D5.2 [5], the trial is validated through two use cases described in
the following subsect}

Grid

ab is anpexperimental hub for integrating electric
id management. The growing adoption of EVs

e Description Updates

In add8§gion to D5.2[5], the trial site for SE_01 focuses on a specific portion of electrical distribution grid
equippedfwith PQAs and PMUs at substation level to support real-time monitoring and fault detection,
classification, and localization. This feeder, which is part of a medium-voltage (MV) grid segment,
contains a high level of renewable energy sources, making it particularly susceptible to fluctuations and
disturbances. The PQA and PMU infrastructure continuously monitors the feeder, where the former
meters are used to track the power flows of the MV/LV transformer stations in the feeder and the latter
to track the voltage and current profiles of the primary and secondary substation.
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Figure 17 High level architecture involving PMUs and Application

measurements at full granularity (50 Hz) are stored in a circular buffer at the edge of the grid,
while ownsampled measurements are sent together with the PQA data to the data historian in the
cloud. Downsampling is employed to reduce data traffic over LTE, thereby lowering the operational
expenses for the DSO associated with data transmission. The data stored in the cloud can be retrieved
manually on request or automatically by a hosted application (fault localization algorithm).

The PMU in the secondary substation is also accompanied by an event detector, which is used to detect
faults at full data granularity to enable a rapid response. Whenever an event is detected, a precise
timestamp of the event is automatically reported and stored in the cloud of the proposed framework. A
data query (the full resolution of the data for a short time window around the timestamp) is then issued
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to the PMU and PQA databases. Once all the required data has been reported back from the edge to the
cloud, the fault is classified and localized. The results for the corresponding event are then automatically
sent to the GUI of the DSO, where they are visualized and stored in the event log.

The SE 01 trial demonstrates how the NEMO architecture supports improved fault detection and
resilience in urban grids with a high proportion of renewables and provides a model for effective feeder
management.

3.2.2 Technical validation
The Smart Energy trial's technical validation will be conducted through the test scenario detailc@yn the
following subsections, addressing SE_01 .

Scenario: SE01 Test Scenario 1

Scenario ID  [SEO1 Test Scenario 1

Objective Hierarchical grid disturbance mitigation ’

Description Observe MV grid segment in real-time utilizing the MBT P infrastructure.
Complement PMU with edge gateway/computing for ocessing and
disturbance events detection. Upon local event detec ger disturbance
localization and classification procedures. Provi tor with insights to make

informed decisions.

Features to be |AloT Architecture
tested CMDT
Micro-services Secure Executyn Environment
MLOps via CF-DRL
PRESS, Safety & Polic
Cybersecurity & Digit4
meta-Orchestrator

ramework

't}attestation

Requirements - SE 01 FR@: The platform has the capability to monitor the real-time datal
addressed — N . .
from the @ ogadeployed in the grid
- SE R( h—tech power sensors should be useful to elaborate on new

O strafgoic fder to improve the power quality in a secure way
0MFRO4: Based on sampled data, phasors are calculated with high
redgion and the synchronization process must be very fast.
01 _NFRO1: Secure communication of sensitive data related to the
nfrastructure should be provided.

KPIs

KPI SE 01 1: Time granularity for monitoring (<1 s)
KPI_SE 01 2: Information exchanged by devices (> 100.000
measurements/min)

Prerequitsites [The NEMO platform should be installed and configured. All the sensors are deployed
in the electrical grid and collect the data continuously. The topology and line
arameters of the green feeder are provided by DSO.

Test steps e Deployment of MBT/PMU infrastructure
e Integration
e Verification of measurements quality
e Development of the fault classification and localization model.
e Evaluation and refinement of the model based on results.
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Scenario: SEO1 Test Scenario 1
Technical validation includes:
e Reuse the NEMO functionality of the integration of so-called far-edge device
management (firmware update) for managing the PMU Gateways.
e Deployment and use of the high-insensitive data processing gateway engine
e Gathering crucial information from the edge devices (low intensity logs and
high intensity parts if the disturbance is made) and its on edge processing
e Monitoring and alerting feature for Grid Disturbance Mitigation System
e The graphical interface for review of the gathered data.
Success state  |Improved observability of the grid in the steady-state and additional mitigation
%rate.

information in case of disturbance.

The final model is deployed and the fault classification and localizatiofar
Technical validation will prove the usability of the services built i (CMDT),
'WP3 (MetaOrcestrator, Nerves) and WP4 (Integration of NEM, ults).

Failure state  [The model fails to classify the fault or the fault location is f ’

Responsible for
testing and ASM
implementation
Risks PPotential delays due to partner withdrawal have p mm ated so far

Table 5 Test Scenario 01

Technical validation includes:

e Recuse the NEMO functionality of thefntegration ot so-called far-edge device management
(firmware update) for managing the PMAU Gateways.
i processing gateway engine
edge devices (low intensity logs and high intensity parts
¢ processing
e Monitoring and alerting featyre for GFid Disturbance Mitigation System
e The graphical interface fo @ jew of the gathered data.

Technical validation ill gro hgglisability of the services built in WP2 (CMDT), WP3
(MetaOrcestrator, N V& P4 (Integration of NEMO results).

o
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3.2.3 Use case diagrams

Grid Disturbance Mitigation System - Monitoring and disturbance detection

U
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|

|

| on PU and Gateway
|
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|

| Push 50Hz data chunk
|y for analysis

|

A

Ability to check the
disturbance details

[ [
Figurc 4@ Use c% sequence diagram for SE 01

Gl Cloud GDMS Service Gateway P Galeaway
| | | | |
| | | | |

Assume that GDMS have been already deployed and in place Iﬁ :
| | | | |
: Device monitoring and : : : :
| management action
I Ll | | |
| | | | |
| | Initizlise | | |
| | device management | 1 |
| | 7 |
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L
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|
|
|
|

|
|
|
|
|
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|
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f
!
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3.2.4 Timeline of activitieg

Phase Estimated Estimated
start date end date

Trial set-up and

M5 MI18 Completed
procurement
Addi
d aNdargware M27 M29 Completed
ent
Initial 1 i
nitial 1Pplementation and M30 M31 Completed

validation

L . Validation is mainly on the basis of the
Final implementation and

. M32 M36 final integrated prototype with NEMO
validation
platform
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3.2.5 Intermediate Results

This Use case integrates Phasor Measurement Units (PMUs) and Edge Gateways for real-time grid
monitoring and disturbance detection. The Figure 19 illustrates how the NEMO cloud infrastructure
interacts with far-edge devices deployed at substations.

NEMO Infrastructure

NEMO FAR Edge - Bivio
Mela Orchestrator

Data plane

GATEWAY it

<>/ (phaser measurement
| Contol plane (nerves based) ‘ & unit)
1

LTE Public
FOTANEMO CLOUD SERVICE network

s MQTTBROKER TS -
FOTA ‘

Contol piane ‘

\
Data plane J
e e

API €
(for Integration)

|
LTE Public

MINIO
(block storage)
network

J 7 FAR Edge - Siemens
Contol plane i
= PMU 2
o GATEWAY |
1o P T — ™1 “» {
Data Plane (nerves based) l ] (phaser rﬂ::;auremen

Figur N |!eployment schema

SSE, PMU+NERVES deployment:
*  Cloud part (cloud servic
o Kubernetes magift o define deployment and interactions
o Ul [congain
o FOTA ARL[c ner]
o MessaBg ex@8hange (MQTT/Rabbit) [containerized service, part of IBMC]
o
o

ge database (MinlO) [containerized service, IBMC]
point (NGINX) [containerized service part of Kubernetes]

way node [Nerves-based, bare-metal solution]
MU units (on-premises, COMS proprietary solution)

The infrastructure includes the NEMO Meta Orchestrator (MO), which is responsible for
managing workloads and ensuring efficient data exchange between the edge and cloud. Below the
orchestrator, the FOTA (Firmware Over the Air) NEMO Cloud Service provides essential
functionalities, including remote firmware updates, a graphical user interface (GUI) for managing
devices, and an API for integration. This API enables the NEMO Meta Orchestrator to initiate firmware
upgrades and manage edge devices remotely.

To facilitate data communication between the edge and cloud, an MQTT broker is integrated into the
system. This broker ensures continuous monitoring of far-edge activities and allows for bidirectional

Document name: NEMO Living Labs use cases evaluation results - Initial version Page: 41 of 116

Reference: D5.3 |Dissemination: PU Version: [13.0 |Status: Final




communication. Through MQTT, NEMO can send commands to edge devices and receive status
updates and event data. Additionally, a NGINX server with TLS termination is deployed to enhance
security, ensuring that all data exchanges between edge and cloud components remain protected.

At the far edge, PMUs are deployed at two substations, Bivio and Siemens. These PMUs generate high-
resolution measurements at 50 Hz, capturing critical grid parameters. The data is first processed by an
Edge Gateway, which plays a crucial role in optimizing bandwidth usage. Under normal conditions, the
gateway downsamples the 50 Hz data to 1 Hz and periodically transmits it through the MQTT broker,
allowing operators to monitor real-time grid conditions. However, if the gateway det a grid
disturbance or anomaly, it immediately sends the full 50 Hz dataset to the MINIO storage wiiin the
NEMO infrastructure for advanced analysis. This selective data transmission strategy he, ptigrize
network bandwidth while ensuring that critical high-resolution data is available when n %

The firmware management feature in NEMO further enhances system efficienc TA service
allows operators to remotely update the firmware of edge gateways with uiring physical
intervention. This capability ensures that PMUs and edge devices remain se & date, and aligned

with evolving grid management requirements.

Overall, this architecture supports real-time grid monitoring, efficiga
and remote firmware updates while maintaining secure and scal
cloud components. By leveraging NEMO’s orchestration

driven data transmission,
mWgtcation between edge and
o capabilities, the Smart Energy
ze high-resolution data, and

framework, with a key emphasis on the G
centralized platform for accessing rea
efficient grid management and fault res
relevant information for the DSO and enab
of the GUI include:

e. The GUI, as shown in the Figure 20, summarizes the
amless navigation and data visualization. Key features

- Fault localizg ts:

- Real-time monitorin,
o The G prégidesr1iv&display of the voltage, current and power profiles measured by
the P U% As at various points on the grid.
U
%. t is detected, the GUI promptly displays the results of the fault localization

jdéntify and address the issue.
2 and data retrieval (in progress):
o Each detected event is automatically stored in the event log, which is accessible via the
GUL.
o The DSO can query the data in full resolution for desired events, including timestamps
and high granularity (50 Hz), which are fetched from the edge on demand.
- Customizable notifications:
o The GUI supports customizable notifications that ensure the DSO is immediately
alerted to significant disturbances or anomalies detected in the feeder.
- Data flow and accessibility (To be integrated in next period).
o The GUI establishes a connection between the cloud-based data storage and the DSO’s
operational interface. Down-sampled measurements (sent over LTE to reduce costs) are

e ¥sualization highlights the affected grid segment and allows the DSO to quickly
<
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readily available for routine monitoring. In contrast, high-granularity data stored in edge
devices is fetched only when required, e.g. during fault investigation. This architecture
ensures cost-effective data management without compromising the accuracy or
responsiveness of the system.

OTA Update

& Dashboard
Ul Firmwares

¥ Bulk update

A Logs ™ Show only online
devices

7 Workbook

Figure 2 for SE&

3.3 SE 02 Smart Mobility/City a

3.3.1 Trial Site Description Updates

The SE 02 Use case focuses on enhapcing ewable Energy Sources (RES) integration within urban

mobility infrastructure by coordj g smart grid resources, parking, and electric vehicle (EV)
charging. This use case aims to b S load demand with the increased need for EV charging in
urban areas, optimizin% en S s these interconnected systems. Leveraging data from EV

charging schedules an@ypar vailability. By strategically scheduling EV charging during periods of

high renewable ene ration and low grid demand, SE 02 alleviates grid congestion while

chargers, parking sensorsaan 1c transit systems, SE 02 utilizes predictive models to manage EV
supporting sustaj A%ﬁi‘[y.

In addition t rafing smart EV chargers and parking systems, SE 02 incorporates crowd-sourced
informatio ther and environmental data, as well as CCTV footage and traffic metrics. These
copgbrelien ata inputs enable the system to optimize urban mobility, adjusting public transport
Cs, managing traffic flow dynamically, and making real-time parking recommendations. These
gd efforts support eco-mobility, reduce energy waste, and enhance the efficiency of urban
transportation, all while facilitating greater RES integration into the grid to create a more sustainable
and resilient urban ecosystem.
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3.3.2 Technical validation

Figure 21 ASM Living Lab

Yy

The Smart Energy trial's technical validation wilLbconduct®g through the test scenario detailed in the

following subsections, addressing SE_02

Scenario: SE02_Test Scenario_1

Scenario ID SE_O2_Test_Scenari0_

Objective * Improve Renewable Enef@y”Sources (RES) load balancing via EV chargers.
* Predict traffic
Mobility.
ana

Description Cufi

creating new opportunities and new obstacles: by increasing the number of
cle§@pric vehicles, the amount of electricity that must be supplied increases and,

refore, a necessary strengthening of power lines follows; moreover, this energy
will progressively come from intermittent and non-programmable renewable energy
plants, resulting in an energy balancing challenge. In this context, a cooperation
mechanism between DSO (Distribution System Operator), eMSP (electric Mobility
Service Provider) and EV users allows both a power lines improvement limitation
and grid balancing service by coordinating EV charging. DSO monitors the electricity
grid via distributed [oT smart meters and, thanks to accurate forecasting systems
developed by COM, DSO is able to identify how, when and where to charge electric
vehicles for grid balancing. eMSP will then be able to offer advantageous charging
price at DSO-selected charging stations, attracting more EV users. In particular, ASM
and EMOT, supported by COM, W3 and TSG realize driver-friendly scenarios for
smart city mobility and dispatchable charging of EVs based on RES demand-response
along with human-centred smart micro-contracts and micro-payments. The use case
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Scenario: SE02_Test Scenario 1

will utilize basic geography, street-level, public transportation, weather and noise
data, along with historical data and analysis of CCTV/traffic cameras to model and
train distributed Al models on traffic flow and parking prediction in a greedy layer
wise fashion. W3 5G network is also utilized together with TSN by CMC and a novel
twin Green Data Centres infrastructure.

Features to be | AloT Architecture
tested Cybersecure Microservices Digital Twin (CMDT)

MLOps via CF-DRL
Federated meta Network Cluster Controller (mNCC) @

Micro-services Secure Execution Environment (SEE)

PRESS, Safety & Policy enforcement framework 4
Cybersecurity & Digital Identity attestation

meta-Orchestrator Q
Intent-based migration SDK

Requirements |SE_02 FROI, SE 02 FR02, SE 02 FR03, Sf ®® DR04, SE 02 FROS,
addressed SE 02 FR06, SE 02 FRO7, SE 02 FROS,  FR09, SE 02 FRIO,

SE 02 FR11, SE 02 FR12, SE 02 FRI3 NFRO1, SE 02 NFRO2,
SE_02 NFRO3, SE_02 NFR04, SE_02 NFR05.8EN2 NFRO06, SE 02 NFRO7
KPIs KPI SE 02 1, KPI SE 02 2, KPI SE 0 gpl 9F 02 4

¢ instalfed and configured. Consumption and
collec#®d.

Prerequisites | The NEMO platform should
production data should be congtan

3.3.3 Use case diagrams

The use case diagram presented in dgliverabl¢ D5.2 [5]provide a detailed description of how the Smart
Mobility/City Trial several entitie ragt with each other.

3.3.4 Timeline of agiviiiy

~ FEstimated start | Estimated
date end date

Notes

M5 MI18 Completed
m
MI19 M30 Completed
ementation and M31 M36 Validation is mainly on the basis of the final
validation integrated prototype with NEMO platform

Table 7 Timeline of activities SE 02
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3.3.5 Intermediate Results
The intermediate results in this use case comprise three major developments:

o A Graphical User Interface (GUI) for the Distribution System Operator (DSO) — to visualize
congestion forecasts and request flexibility from charging point operators (CPOs)/EV fleet
managers.

e A Graphical User Interface (GUI) for the Charging Point Operator to visualize charging stations and
electric vehicles status and, based on that, to provide flexibility offer for distributign system
operator.

o A Flexibility Marketplace — where CPOs/EV fleet managers can bid to provide ibillyg, by
charging EVs at lower costs when surplus energy is available.

The Flexibility Management Interface provides DSOs with a centralized tool for m v transformer
congestion levels and optimizing flexibility requests. The interface as show re presents a
structured list of transformer stations, each identified by name and location, allg DSO to quickly
assess grid conditions and make informed decisions.

# Flexibility Management

Terni

Transtormer 3 A 3 Barpests 0 N
Tramsformer 4 I WIN Ropess 0 A
Tramfornmer 5 NEON e 50 A
Trangformer o WOAUPRMCL Faquests 1

Transtormer 7 G Paquasss |

@\«)’ Figure 22 Map-Based Visualization
b

isualization enhances situational awareness by displaying the transformer stations
geo ically. This feature allows DSOs to assess congestion patterns across different regions,
oactive congestion management. Clicking on a transformer station as shown in Figure 23
brings up its historical data, providing deeper insights into grid stability at that specific location. The
combination of tabular and geographic views ensures that flexibility decisions are made based on both
real-time and historical grid conditions.
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= Flexibility Management

LIST OF TRANSFORMER STATIONS ABCATION STATUS

Transtormer 1 [
Trarcformer 2 Begmant: J
Trarsfarmer 3 ey o M
Trarstarmer 4 [ o
Trarsformer 5 Rty 0 [N
Transfarmer & o
Transfarmer T [r—

When congestion is detected at a station, the DSO can creat
submission form as shown in Figure 26. The requ i
amount of flexibility needed (kWh), and the
submitted, this request is dispatched to
Operators/EV fleet managers, who can t

! Flexibility Management

Figure 23 Map-Based Vi

b4

ilify request through an interactive

e DSO to input start and end times, the

TAAMETORMER D REQUELT 1D END TIME MUMELR OF OFFIRS

Tramstomser 10 3 Request 1030 . a f

Tranafapmer 10: 3 Request i 13 offes 8 /Ty

Trans farmer i01 18 Fequest 1014 men 0 ¢y v
Fransfomer 10: W0 Reqeest 10 24 it

Tramsforme ;W Request FD: 25 ptees 81

Trantanmer I0: 94 Request 1D 26 Oiters 0/ o

Figure 24 Active requests
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“ Flexibility Management List of transformers Actve requests somingcomsensises ()

TRANSFORMIR (D SEQUEST 1D surcred oFree NUMEER OF OfFERS
Transformer I0:19 Request 106 1 Ofers &
Teansformer 107 19 Fequest 1D 7 1 Offwss. 1
Teamformer 103 Request 10,9 Ofters 1
Transformer 10: 20 Request 1011 orers | v
Tramslormer I0: 20 Tequest 1015 Oers 4
Transformer I0: 3 Request 1D 16 Olers 2
Transformer 1019 flequest 1017 Offers 1
Teamslommer ID:5 Request 1D 24 Oty 2
Tramsfanmer 10 99 Request |0 22 omes 1
Transformer 10: § Request (0 23 orers |

Yy

to track all ongoing flexibility
eadline, and the number of bids received.

A dedicated Active Requests tab as shown in Figure 28 all
requests. Each request is displayed with its unique rgquest ID
If no bids are received, the DSO can adjust ghe request parameters to increase engagement from
flexibility providers. Once bids are availabld} the DSO can evaluate different offers, considering
parameters such as the bid price, availajpfe fleX@hilify’, and response time before selecting the most
optimal offer.

Flexibility Management st of ransfommers Active requests admin@comsensusen (59

Coile 0 S5 B ©Master £ 0panSTeatag mprove Bis wap
UIST OF TRANSTORNMER STATIONS LOCATION A3
Transformer 1 Regwerts 4
Transformer 2 TENOMULTSERVICE Roguems 2
Transtormer 3 RHCHMED rResuess 0 (D
Tramsformer 4 e Reswess 0 (1Y
Tt m
SO0 M A=
m New request
Start time End time
"
d Y a dd o
February 2016 » ™ 4 “nm..m Acceptable Offer (€
Mo Tu e Th B3 s ®
5 @
10 "
I 3 4 9 .87 8 ¥
oo @ e " "
7 o131 2 18 10
n
2% 2% 27 w o
2) n

Figure 26 Flexibility Request Submission
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A

&5 NEMO

=~

ximin@comsensuscu (89

Flexibility Management List of transformers

S3n Waurs C)
S AR Colle i Sopra e © LA © Ope STESTIAR) MOV ¥ dp

AIST OF TRANSFORMER STATIONS LocAToN sTarys
Tramsformer | 1 Feqomsts 4 v
Transformer 2 : wacumts 1 v

Transformer 3 pecits 0 £
A
Tronsformer 4 EM Bequusia 0 )
Transformer 4 m
R —
New request
Start time End time
=] 8
Flexibility (kWh| WMaimal Acceptable Offer [€]

Y

Figure 27 Flexibility Request ubmission

To ensure transparency and learning from pagt transactionS, the History tab maintains a record of
previous flexibility requests as shown in Figugg 25. It logs crucial details such as selected bids, their

ensuring more effective

transformers Activa . admin@comsensusey 89

Oliaot: ol &:Sopea 5 © V00D OpENSIReEN) MMDIOWE TE AP

UIST OF TRANSFORMER STATIONS “cATION swTvs
Traneformer | Foqesis 4
Trenstormer 2 ANUM SN Requets 2
Trangformer 3 Kacpwct Fay

Trangfomer 4

Transformer 4 m

w00 : = Request (D 27)

021412020002

o
OFERIO vaws STaTE acTon

26 0 ( * agen Accept

Figure 28 Active Requests

Document name: NEMO Living Labs use cases evaluation results - Initial version Page: 49 of 116

Reference: D5.3 |Dissemination: PU Version: (13.0 |[Status: Final




The GUI, therefore, acts as an intelligent decision-support system, seamlessly integrating real-time grid
monitoring, flexibility request issuance, and market-based procurement. It provides intuitive navigation,
structured data representation, and interactive features that empower DSOs to manage flexibility in a
more efficient, transparent, and cost-effective manner.

Parallelly, an electric mobility platform has been developed to host charging stations and electric
vehicles and to enable P2P energy flexibility trading. Web application front-end as shown ingFigure 29
is based on Flutter v3, Flutter is an open-source Ul software development kit created by Goog It can
be used to develop cross-platform applications from a single codebase for the web, Fuchgz id,
i0S, Linux, macOS, and Windows’. Flutter apps are written in the Dart language. Dart is
language used to develop web and mobile apps as well as server and desktop appligati art is an
object-oriented, class-based, garbage-collected language with C-style syntax. It cgugg0
code, JavaScript, or WebAssembly. It supports interfaces, mixins, abstract clagsg @
type inference!® . All the computation logic is handled by the back-end serveidin Df#go, which the web
app calls to get data and results. Django is a free and open-source, P}Q web framework that

runs on a web server'! .

~a

=MIOTION

~ W

07

Figure 29 EMOT electric mobility platform login

° https://flutter.dev/
19 https://dart.dev/
' https://www.djangoproject.com/
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NEMO

As shown in the Figure 30, each registered charging station is provided with the following
technical details:

Model;

Country;

City;

Address;

Maximum value of power output in alternate current;
Maximum value of power output in direct current;
Plugs connector type.

Towers 24 ~

Via Bruno Cappori, 100

p—

- evo_ple
Address 0 PO
Max power: 44 kW
AC max power 22 kW
DT max power: 0
Plug 1 cType2
Plug 2 cType2

‘ . ’

Figure 30 Charging station technical details in the Italian pilot electric mobility platform
y w

[
As shown in Figure N electric vehicles, technical details include:
e Model;

e Battery
e Maxi ¢ of charging power.

<
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Vehicles 4 ~

vehicle 1D -
Make: Nissan
Mode . Leal 201
Battery capacity: 24 kvih
AC charging power 7 kW
Plug 1: Typel
Plug 2; ¢G10S

/~a W

Figure 31 Electric vehicle technical details in the Italian pilot electric mobility platform

Data collected from charging stations and electric vehicles ayg#ac ssije via electric mobility platform,
both real-time and historical data as shown in Fi;uk32 Figukg 33 Figure 34

d E——

Towers 24 =

— g7 Instant kW

Figure 32 Charging station historical data in electric mobility platform
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&3¢ NEMO
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R f, \\ A f)._‘ — A |
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T SR T 1 53
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Figure 33 Charging station real-time data in electric mobility platform

Vehicles 4 =

; mfwwﬁ

Figure 34 Electric vehicle historical data in electric mobility platform

Moreover, electric mobility platform integrates P2P energy flexibility marketplace to enable charging
point operator to provide flexibility offers to distribution system operator as shown in Figure 35
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@ Auction ended @ Auction completed with payment @ Alction in progress

Lish Mag WER (3] E sAB Do

~a v

Figure 35 Marketplace calendar in the Italian pilot electric mobility platform

After DSO creates an energy flexibility request as shown
appears on the electric mobility platform. CPO, following a
flexibility request, can provide an offer in the dgdicated
Thereby, charging point operator trades ener, exibili
automated, decentralized and flexible way usin
38 Figure 39

r%an indication of such creation
onf its ability to satisfy the energy
ction of the electric mobility platform.
via the marketplace component in an
smart contracts as shown in Figure 37 Figure

Electric Energy Purchase

| €24 | o
S —

30 kw
IR E]
Deadiine: 01/03/2026 08:45
Supply start date: 02/03/2025 09:49

Supply end date: 02/03/2025 12:49

Offers list:

Offer 1D: 5« Amount: 15 €
Offer 10: 6 « Amount: 20 €
Offer 10! 7 - Amount: 40 €

Figure 36 CPO energy flexibility offer in the Italian pilot electric mobility platform
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tion-projects.eu/marketplace/request/1l —verify=no
/ 200 0K
Content-Length: 306
Content-Type: application/json
Date: Fri, 27 Sep 2024 15:03:55 GMT
Server: Werkzeug/1.0.1 Python/3.10.14

ine": "2024-09-25 16:45:00",
d": null,
o

1,
“from": "0x4005Ea3d4F2598b183A1680dbd9718dcb0941494",

Figure 37 DSO ibility fequest in blockchain-based marketplace

o
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3

open”

"0x40@5E

ontent-Length: 181

4F2598h183A16

GMT
10.14

1680db

18dch@941494"

0941494

1680dbd9718dch@941494"

Figure 39 Energy Flexibility Provision Smart Contract

]
SO

&< NEMO

=~
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Micropayment in token demonstration will be reported in D5.4, together with GUIs and marketplace
containerized version deployed in NEMO environment.

Finally, WINDTRE has guaranteed connectivity between EMOT substations and the network with 5G
router. Router installed are Telsey 5G in Figure 40 that guarantee connectivity to the substation in WI-
FI mode.

W Tesley/Router

Telsey router parameters:
e Mobile

S5G/LTE Cat.: 12 FDD-LTE DL y@ »00Mbps, UL up to 150Mbps
e WiFi . Q /)

802.11b/g/n/a/ac/ax /2 % GHz, up to 16 client connected

WINDTRE has analys
signal, antenna

o

W5 coverage in trial area as shown in Figure 41 Figure 42 to verify level of
bts that ensures 5G coverage in ASM Terni, TDD and FDD are available.
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l;igure 4 W3 FDD coverage
EMOT has required to use connectivity with public IP address therefore the following APN is
configured: myinternet.wind.
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4 Smart Manufacturing & Industry 4.0 Trial

4.1 Introduction

Robotics in general and particularly Cobots have a strong impact within highly automated production
facilities. As market demands transformation and demographic change induce new challenges on mass
production, CONTI has already undergone feasibility and profitability assessment for the apphcatlon of
flexible Cobots in upcoming assembly facilities. In parallel, CONTI investigated Cobots and
respect to the strict requirements of electronic production and has gained deep insight into 1Mustrial
needs and problem settings. The leadplant of CONTI for advanced driver assistance m
ADADYS) is located in Ingolstadt. The plant has a high level of automation in manufacturi %
ﬁ § a

1stics
et up in
AS sites.

as well as high specialization in Cobots and AGVs. Innovative manufacturing procgsse!
Ingolstadt for the first time and upon successful verification are transferred to the ff e

4.2 Use Case Applications

CONTI considers two applications to be implemented, relevant to vali 0, as follows.

SM_01: Fully automated indoor logistics/supply chain: This Use
Currently, handling and transport of material (SMD- Components
sites are performed manually every 30 minutes. By utily
Application, an integrated Barcode Scanner and collabor
Cobot and several types of AGVs), CONTI aims to fully
Auto Store and autonomous transfer to the prod line.

ets ADAS manufacturing.
o Store to the production
ision-Camera for Bin Picking
different robot systems (one

nd ultra-low latency (TSN) private wireless network
facilities, where Al functions will detect the position
of each body and build a "safety shell" aroulf1t to ensure human-centred safety, while federated CF-
DRL will enable model transfer lpaf@ing to the AGVs to enable autonomous avoidance of potential
collision between AGVs, or betw ker and an AGV.

42.1 Trial Site Des®ip

The Automated So
supported technolog
the entire deman

a

AgitoStore for ADAS Plant Ingolstadt.

The techno 1 anwhile successfully tested at the smart technology application room in Ingolstadt.
Wit @a least 3000 picks per day, it offers a substantial improvement over manual picking
p AddtOnally, it ensures a complete touchless material flow and thereby technical cleanliness.

Aun combination of a Light Field Camera system in combination with image evaluation with neural

allow for a 100 % fulfilment of the AutoStore demand for ADAS Plant Ingolstadt. One of the
challenges in identifying the materials is that unfortunately there are no awareness of what kind of
material is in the box placed from the AutoStore. Glossy film packaging and transparent reels brings
classic 3D-sensors (Triangulation) to its technical limits. This could not be set to known and shared
sensors. After a thorough market analysis, an evaluation of a light field sensor from a startup company
named HD Vision was done. This sensor uses the physical conditions of light field refraction and thus
also recognizes transparent or reflective surfaces. HD Vision provided a stable and secure solution.
Since not only reels but also Printed Circuit Board packages and various mechanical components (e.g.
lenses, flexcables, etc.) are stored in the AutoStore, standard grabbers and suction systems available on
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&8s NEMO

the market were not suitable. A new tool has been developed and purpose - built in house. Also, the
project automated the booking in SAP from the warehouse to production.

During image evaluation, the material label is read and transmitted to SAP. The business software
developed by the central 4.0 team for sorting incoming goods is extended also for outgoing goods by
adapting the middleware.

In the last step, the robot places the reels inside a transfer box. The robot always has two free transfer
boxes for placing the materials, if a new box is needed for a new destination, it is provided via one of
the two box towers. A total of ten sorting targets are available to the robot. When the robot igydone, the
transfer box is made available for further transport for the automated Autonomous Guide hicle
(aAGV) via a conveyor line. The transfer boxes are then automatically transferred to the V ch
brings it to production. tb

4.2.2 Technical validation

The technical validation of the Trial #4 is done in Continental Ingolstadt in the Technology and
Application Room with the involvement of the technical experts and those regfpo ¢ from the relevant
areas such as logistics and production as well as the employees involve warehouse, material
planning and the operators.

The central process "Bin Picking / Pick and Place" in the Use Industry 4.0 is recreated
in the STAR - Smart Technology & Application Room to test Oytegration. The hardware
setup for the demonstration has been completed.

Figure 43 Hardware set up at CONTI Living lab
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Techman 5

Communication / Interfaces Software

RS-232/RS-422/RS-485/Ethernet/Modbus
TCP/RTU (master&slave) TMflow
PROFINET/EtherNet/IP

Step 1: Geometry comparison » Step 2: Traceability » otep 3: Pick and Place part

= s storage in the "pass tray” free? * Scan the barcode of component + Movement command (Depending on the
» s storage in the "fail tray” free? * Save the barcode result, place the part in the correct tray)
* Is storage in the "flash station” free?

+ |s storage in the "repacking station” free? Input: Barcode Input: Flash process result /

+ position check of the component Output:  Integer Data typ Boclean value (True/False)
Input: jpg (image data)

Output:  Boolean value (True/False)

A 4
The Smart Manufacturing trial's technical validation will be carried out thyf8 test scenario detailed
in the table below, addressing both SM_01 and SM_ 02 ‘

Scenario: SM01_Test Scenario 1
Scenario ID SMO1_Test Scenario 1 (SMO1_TSO01)

Objective

Description The current situatio inefficient operation because the materials are
removed from the Aut ery 30 minutes manually by an operator. For this,

time consuming
to a fully autom

future situation, generated by the Use Case trial, corresponds
or logistics with focus on human and environment safety.

Features to be o C
tested ° ipping / removing of the components
rent and effective transfer to AGV

quired communication between robot and AGV

ve functionalities will be tested within the following components of the

NBEWMO platform:

o AloT Architecture (Cybersecure distributed learning framework, Federated
@ meta Network Cluster Controller, micro-services, Cybersecurity &

Unified/Federated Access Control...)

e [0T/5G Time Sensitive Networking (TSN)
e SEE and SLO meta-Orchestrator
e MLOps (FL, model storage, model sharing)
Meta-Orchestrator, PPEF, CFDRL (Observability, Workload deployment &
migration, limit execution within a cluster set)
CMDT (workload discovery)
Intent-based API (app and resource selection)
LCM (app deployment and LCM visualization)
IdM & Access Control (users)
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Scenario: SM01 Test Scenario 1

Requirements
addressed

e SM 01 _FRO1: Bin Picking: The platform must ensure secure part
recognition and handle position determination (no component destruction)

e SM 01 _FRO02: Camera: Must ensure recognition of black parts in black
trays

e SM _01_FRO03: Bin picking: The application should provide a sufficiently
short cycle time

e SM _01_FRO04: Bin Picking: The application must ensure grror-free
component assignment / QR code read

KPIs

KPI_SM_01_2: Different types of sensors’ data to be analyse 1
KPI_SM_01_3: System reaction in emergency cases (< 0,5 sc®)
' §(> %

KPI_SM_01_4: ADAS supply chain improvement: accugac )

e KPI SM 01 _5: Cost and time reduction (> 20%)

Prerequisites

Facility conditions at the Ingolstadt location due to th rical structural
development of the production and logistics areas presen and limitations
in the implementation of automated material transpo Vatlve and intelligent
solutions are being sought.
There is a well-organized process flow in place, yal s the full automation of
material supply.
The implementation and evaluation
development phases and complexity step
The NEMO platform should bejinstalled §nd configured. Users are allowed to be
registered and signed in with p€levant access. USER 1 uploads their Smart Industry
App in NEMO, available for @eploymgnt and access as NEMO partner.
USER 2 should be r EMO cluster provider, having provided its
resources in NEMO ogsumer, wishing to deploy the Smart Industry app in
its resources only throu
FL training shouldebe supported for at least one ML task in the Smart Industry
application. Th ters should be configured appropriately to be integrated into
NEMO reso able to run local training tasks as FL participants.
The ICSE able to initiate an FL training task. Also, 1 user is registered
1der (ADMIN).

O solution comprise several

Test steps

<

St -st 1mplementat10n of the trial:

utomatic component removal from storage
Automatic component provision to AGV
3. Extension to backend materials (optional)

n the Nemo platform there are a few steps to test:
Workload registration

1. USER 1 signs in NEMO as meta-OS consumer.

2. USER 1 uploads their application into NEMO and is notified about the
result.

3. As soon as the upload is successful, it will be available for third parties
to deploy and use it.

4, USER 1 enables and configures the plugin that allows FL training to be
initiated for an ML task in their application.

5. USER 1 visualizes lifecycle data and credits through the NEMO
dashboard.
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Scenario: SM01 Test Scenario 1

Resource onboarding

1. USER 2 signs in the NEMO dashboard and accesses the resource
onboarding functionality.
2. USER 2 selects the option to add their resources into NEMO and
provides relevant info.
3. USER 2 is notified about the result through the dashboard.
4. USER 2 is informed about their credits.
Workload execution
1. USER 2 accesses the workload execution functionality in O
dashboard. {B
2. USER 2 selects the Smart Industry app to be executed in theirgsources
only.
3. USER 2 starts to run the Smart Industry app an t the pictures of
the electronic devices that will be used from trag
4. USER 2 enables FL training for the app’s M%s.
FL training
1. USER 1 sends a request for FL trainj ir app.
2. The FL training process is execu t ser-defined parameters
(rounds, epochs, FL participgats, etc.

3. The training process comple regate model is stored.
4. USER 2 is notified about the fewly trained model.
5. USER 2 saves th ures andgrthe trained model into the storage.
Model sharing & deploymen
1 USER 2 se uegy through the NEMO dashboard to deploy the
new mo i, edge
2. USER 2c¢ new model is deployed on their devices through the
dashboard.
Success state | The first three teps have successfully been realized. These steps contribute
mainly to the fi tion “Fully automated indoor logistics/supply chain”
In gegeral gihe Ngo) ogress can be assessed as positive. So far, the set trial goals

ed. The trial is running according to schedule.

Failure state

hage begn a

Th 9&ra‘[e will be measured according to the KPIs.

Cugent, both applications corresponding to the trial work according to the
Q.

core team for testing and implementation are the employees in Smart

echnology & Application Room in strong cooperation with technical experts and

those responsible from the relevant areas such as logistics and production as well as

the employees involved from the warehouse, material planning and the operators.

e Automatic component recognition [ [1Failure
e Automatic picking process [1[] Scrap

Table 8 Test scenario SM 01
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Scenario: SM02_Test Scenario 1

Scenario ID

SMO02 Test Scenario_1 (SM02_TSO01)

Objective e Improve safety of operators working on the manufacturing processes
e Smart detection of the position of each body and build a human-centred
safety environment around it
e More efficient use of employees and improved ergonomics
Description This scenario is focused on localizing the AGVs with high precision, by collecting

and processing real-time data from smart sensors and devices (safety camegas, radar
and Lidar). The private wireless network (TSN) will support great amoun

each body and build a "safety shell" around, thus ensuring the human-ge

Features to be
tested

uploads to the edge cloud facilities, where Al algorithms will detect the @

e Identifiying the position of AGVs within the manufacturi %

e Detecting the position of each body and build a safety dit

e Processing the real-time data in order to avoid collisi@ween AGVs, or
between a worker and an AGV

The above functionalities will be tested within the

components of the

NEMO platform:
e AloT Architecture (Cybersecure distrib g framework, Federated
meta Network Cluster Controller, -sc@prces, Cybersecurity &
Unified/Federated Access Contagl..
e [0T/5G Time Sensitive Networl%ﬂ)
e SEE and SLO meta-Orchestrator
Requirements e SM_02 FRO1: Th apphcauon)ghould provide information about the
addressed localization of AGV
e SM 02 FR02/Th jlation must provide information about the
localization offthe n worker
e SM 02 FRO3%lhe gpplication has the capability of detecting / identifying
the human body
o 04: The application will send alerts in case of potential
n human workers and AGVs
KPIs D : Different types of AGV and Cobots to be addressed (> 4)

Prerequisites

<

02 3: Improve human collision avoidance and
facturing safety (30 %)

PI_SM_02_4: Cost and time reduction (> 20%)

conditions at the Ingolstadt location due to the historical structural
lopment of the production and logistics areas present challenges and limitations
the implementation of automated material transport. Innovative and intelligent
solutions are being sought.

There is a well-organized production workflow in place, which involves both human
staff and robots.

Data are collected via AGVs and Cobots and the devices are connected to the NEMO
platform.

Test steps

Step-by-step implementation of the trial:
1. Automatic material transport to production, on the same floor
2. Automatic material transport to production on another level (floor jump)
3. Extension to backend materials (optional)
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Scenario: SM02_Test Scenario 1

Success state | The current focus of the trial is in the second application “Human-centred indoor
factory environment safety” addressing the step 2 Automatic material transport to
production on another level (floor jump). The Benchmark for a suitable technology
was already evaluated with the SERVUS-System

Failure state | Currently, both applications corresponding to the trial work according to the

planning.
Responsible for The core team for testing and implementation are the employees in Smart
testing and | Technology & Application Room in strong cooperation with technical e s and
implementation | those responsible from the relevant areas such as logistics and production as Wll as
the employees involved from the warehouse, material planning and the 18.
Risks No risks identified so far '\

Table 9 Test scenario SM 02 N

4.2.3 Use case diagrams Q
From a technological point of view, the Smart Manufacturing & Indust jlot aims to implement
and validate the innovative architectural solution proposed by NEM r to fully automate the

production workflows.

The solution developed within the Pilot will achieve two maj0
automation, namely:

ctives at the level of process

e monitoring and detection on the manufacturing workflow:
e and ensuring the manufacturing safety p ures

sensors, namely Bin Picking system for
system for assessing the working envirgufme

atigh of the manufacturing process and Sensorik

Q
¥ NASE Orser L e
/N m oo ™ e ™ =— % o e

Agor &
1 [ n M n n n

P | ks
RS TS

L Wedosxiens rgns rena ety

B et

20%aF eacbal L etiac

sscscan | saracing

|| eettmmgon | e |
- 4 + .. 4 4 » e g ol ke

u L U

Q%ure 44 Sequence diagram for application execution in SMO1_Test Scenario 1
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Figure 45 Sequence diagragn fO@FL training in SMO1_Test Scenario 1

4.2.4 Timeline of activities

SM_01: Fully automated indoor logistics/supply chain
+ Step 1: Automatic component removal from storage
- realized
« Step 2: Automatic component provision to AGV
-2 realized

SM_02: Human-centred indoor factory environment safety

+ Step 1: Automatic material transport on the same floor
- realized

+ Step 2: Automatic material transport to production via
floor jump > realized

Implementation NEMO functionalities and Evaluation
+ Step 1: UCrecreation in STAR -2 realized

: + tat Arnvd of s 11w serees Auty GF tocking
» Step 2: Implementation NEMO functionalities — cngoing oy I e
« Step 3: Demonstration and evaluation acc. KPI i
L nending e o [ avasiabe
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NEMO

SM_01: Fully automated indoor logistics/supply chain SM_02: Human-centred indoor factory environment safety
status status

SM_01_FRO1: Bin Picking: The platform must ensure secure part v SM_02_FR01: The application should provide informaticn about the
recognition and handle position determination (no component localization of AGVs
gesauchon SM_02_FRO02: The application must provide informalion about the
SM_01_FR02: Camera: Must ensure recognition of black parts in v localization of the human warker
BA s SM_02_FRO3: The applicalion has the capability of detecting / v
SM_01_FRO3: Bin picking: The application should provide a r identifying the human body
Sufiiclrsy dhatt oyis Hine SM_02_FRO4: The application will send alerts in case of potential

SM_01_FR04: Bin Picking: The application must ensure error-free v collisions between human workers and AGVs
component assignment / QR code read

KPI_SM 01_2: Different types of sensors’ data to be analysed (>10) .~ KPI_SM 02 1: Different types of AGV and Cobots to be addressed
(>4)

KPI_SM_02 3: Improve human collision avoidance and
manufacturing safety (30 %)

KPI_SM_02 4: Cost and time reduction (> 20%)

N/

4.2.5 Intermediate Results
Two applications are planned to be demonstrated, validating NEM efer to the fully automated

KPI_SM_01_3: System reaction in emergency cases (< 0,5 sec)
KPI_SM_01_4: ADAS supply chain improvement: accuracy (> 30 %)
KPI_SM_01_5: Cost and time reduction (> 20%) v

indoor logistics/supply chain and the human-centred indoor facto t safety. The concept for
both applications has been developed. The Automated Sorfjmag and ing Station (ASBS) scans, sorts
and handles all reels, drypacks and PCBs automatically. ? softs the reels into boxes with the

destination, it is provided via one 0 box towers. A total of ten sorting targets are available to
the robot. When the robot is d x f fer box is made available for further transport for the aAGV
via a conveyor line. Th® traf¥fer bP%e¥®ire then automatically transferred to the aAGV. The orders for

1SE Order manager. The Servus transport system to realize the floor
d.

Solutions

Auto GR booking

or individual scanning and transfer | Scanning system alert

grtrace urgent orders Scan gates and sorting robots

High efforts in priority and data handling Multiple POs and scan list available

High Lead time and probability of failure Reduced manual touch points

Table 10 Challenges emerged and solutions developed
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5 Smart Media & XR Trial

5.1 Introduction and Use case Applications

The Smart Media trial aims to enhance the experience of spectating live sporting events by integrating
Al-driven data analysis and XR capabilities to enrich media content. During the race, spectators and
selected runners capture media content using smartphones, tablets, GoPro cameras, and, where
available, IP cameras and drones along the running circuit. This incoming content undergoes gutomated
processing, annotation, and rendering, with AI/ML models running partially on devices and paRgally at
the edge. A curated selection of this content is then broadcasted in real time, such as t h Seial
media, based on the location of leading runners and notable race events, as identified thr l%nated
and user-provided annotations.

incidents. The trial emphasizes real-time, user-generated content processing dering, leveraging
Federated Learning (FL) hosted across loT nodes (smartphones), edge devi andcloud infrastructure.
Al models will be trained to recognize Racing Bib Numbers, street e®y7 and race landmarks,
enabling better identification of runners and their precise positioning ch video stream.

Spectators can enhance their contributions and interact with other users in reto specific race

The trial takes place in both a controlled stadium environment g ding areas, with mobile
base stations providing extended network coverage seWg '
deployment involves both commercial networks and a ded

the trial’s components as virtual machines, #Fith an ad
computations.

r enhanced coverage.
capture additional media perspectives.

Integration of wired came
The potential inclusiongf

any new technology 1zen acceptance, therefore we should also look into solutions for media
and entertainment. T e the potential of cloud technologies in these areas two use cases were
created as part of the project use case trials. The Smart Media & XR Trial will feature three use
cases that spangpo d Culture. The use case’s location will be Athens Greece. The main objectives
are:

Usually Cloud-Edge-Io’ % nsffarget the industrial sectors. But in doing so we ignore the fact that
)
S

o@ate the NEMO for live events in Smart/Media city environments where we have many
user, live content and the need of 5G usage.

. validate it for Extended Reality environment where we need high interactivity, low latency
and high accuracy for gesture/emotion analysis.

5.2 SC_01 Round of Athens Race

5.2.1 Trial Site Description and Updates

The Trial stadium description is well documented in D5.2 [5] The trial will take place outdoors. The use
case will be hosted in the Municipality stadium of Egaleo in Athens and we will deploy a hybrid scenario
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where part of the race will happen inside the stadium and the other half outside. This is done on purpose
to stress the KPI specified and to test in a more “realistic” environment.

A survey for any 5G weak spots is already performed but OTE’s mobile network on the day of the pilot
will be enhanced with mobile stations as to provide the best possible 5G coverage. The computing
resources needed for Edge and Cloud nodes will be hosted on the OTE premises that are also based in
Athens.

Components will send metadata information to a central Information bus, where other compgnents will
retrieve this information. Mobile app will consume this data to enhance the user experience 0TQgers, by
providing visual content, in addition to runner’s detection, quality of experience values and gtherWgsful
information.

5.2.2 Technical validation 4

The Smart Media trial's technical validation will be carried out through the test i0 detailed in the
table below, addressing Use case SC 01

Scenario: SC01_Test Scenario 1
Scenario ID SCO1_Test_Scenario_1

Objective Enhance the live sport event spectating e enriching the content
through Al driven data and content a i IXEMO components and manual
production control. Nemo will pro #se components to facilitate
communication, network accessg, migrati§n etc.

1S capture%y many spectators and selected runners
ing smartphones/tablets and GoPro cameras, and if

Description During the race, media cont
along the running circuit

(top) runners
annotation).

rt phones), in the edge and at the cloud. The Al/Models will be trained

nize the Racing Bib Numbers on each athlete and street numbers and

marks of the race in order to first understand the runners in each stream and

en enhance the positioning identification of the stream and runners in it.

@ NOVO’s mobile app aims to engage runners/spectators/users, facilitating both
enhanced content experience and feeding captured events combined (pictures,

videos and/or annotations, time and location data).

Featur&'to be | meta-Orchestrator, Intent-based SDK (manual authoring),

tested Identity Management & Access Control (users),
Intent-based Migration-Controller, CF-DRL (for Al),
MOCA (for monetization services), CMDT (for Delivery manager optimization

training
Requirements SC 01 FRO1-22,
addressed SC_01 NFR01-06
KPIs KPI SC 01 1-7
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Scenario: SC01_Test Scenario 1

Prerequisites

The NEMO platform should be accessible and running. More than 10 users should
be available for using the App and the Trial infrastructure. More than 5 video feeds
as sources available at any time. Sources can be Cameras located at the event,
Drones, Runner cams and user content provided through the App. A 4-5G network
coverage should exist at all places in order to provide high bandwidth and multipath
connectivity. Stadium and location for run.

User with Phones and App installed. Media Managers for receiving streams and
distribution of processed streams available through NEMO components. uction
Control system for stream authoring as NEMO plugin service. An Al compofgut as
a NEMO resource for automatic annotation and authoring. Networ, or
Media adaptation on network quality. A

Test steps

NEMO IS deployed and operational. This includes:

e Media Production Engine, which includes virtuali ideo editing tool,
virtualized video coding, virtualized video @ﬂualized video
COMpressor.

o Cognitive services, which includes data
annotation tool, Al engine, QoE optimize

e Emission selector, which includes A

proQesg, virtualized video
%u hision with external data.
irtualized Media Delivery

Manager for delivery.

e GoPro cameras on runners, s eras of spectators, (optional)
professional and drones IP camelfs aré connected to platform and send real
time data.

e The platform users fprofessipnals) are registered to the platform.

Users open App and gegisger a-OS consumer.
Additional cameras a unngr Cams get ready and broadcast as met-OS
providers.

Production conjsd

the same time @

When po

oth® de .
1

commences and Al component start analyzing video feed at
(collects monitoring data and workloads.

hes a predefined limit, NEMO undertakes reallocation to

with the APP, choose what their desired viewing experience
erview, specific runner, action event etc.), but also contribute
ng video and actions as they happen live.

Success state

<

users have access to enriched content that includes:

GPS location of the cameras and runners.

Al driven BiB and street image detection for running events.

A program signal created by a professional technical director.

General overview of the event situation (classification, groups, time
advantage, etc.).

e Runners’ numbers recognition for race positioning tracking.

Failure state

Al component fails to identify runner BiB numbers.

Production control is not optimal and does not provide qualitative stream.
App fails to stream or view specific events.

GPS signal is not enhanced.
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Scenario: SC01_Test Scenario 1
Responsible for |UPM, NOVO,OTE, TID
testing and
implementation

Risks

High computing resources.

High network latency.

High video latency (both for technical director and video delivery).
Synchronization of events with media content.

Right access to content with privacy preservation.

Quality of Experience (QoE) optimization.

¢

Table 11 Test scenario for SC 01
5.2.3 Use case sequence diagrams 4

The use case diagrams presented in deliverable D5.2 [S]provide a detailed @tion of how the
components interact with each other. Only the updates are documented belog:

~a
Race Stream App | | Media Gateway Mar\ager| Media Production Engine Production Control | Media Delivery Manager | | Race Spectator App | Cognitive Services Information Bus
+ Send straam data - |
| Forward mulomeda flow !
|_Process and manage media
! Distribute optamized stream
i Defiver playback shream
__Send metadata and QoS info)
i Update smart stream selection
Aggragate and analyze data
| _Send Al-driveninsights
Race Stream App | | Media Gateway Manager | Media Production Engine Preduction Control | Media Delivery Manager | | Race Spectator App | Cognitive Services Information Bus

Figure 46 Ude ca Mdiagram for SC 01

5.2.4 Timeline of activities

End Date

Deliver of beta version of r
components. Local M29 Completed
Testing.
M29 M31 In Progress
M30 M32 In Progress
M332(072,§)May M33 (7,8 May 2025) | To be performed

Table 12 Timeline of activities SC 01

5.2.5 Intermediate Results

The Intermediate results of this Use case is documented below, other than what was documented in the
previous deliverable, the intermediate results include the progress on the developments from all the
partners involved in the Use case and the integration status of the Use case specific components. Figure
47, Figure 48 are related to the Production control deployment on Proxmox in Greece and Connection
with remote studio in Spain.
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Figure 48 Connection with remote studio in Spain
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Other components (Al Engine, Network Probe, and Media Production Engine) have been tested locally
per partner and prepared to be deployed via NEMO Kubernetes on OTE premises once the connection
between Proxmox (Greece) and TID Lab (Spain) have tested network configuration.

Finally, a RTMP server will deliver the information to the users in the mobile app as shown in Figure
49. Specifically,

NWDAF

NWDAF is a network function that collects data
5G core and performs data analytics and provi

NWDAF represents operator managed pé€twork

Input Interface: Located in the subnet 172.25.12.0/24, listening for video input.
QOutput Interface: Located in the subnet 172.25.14.0/24, with port forwarding enablgd to serve
the stream externally.

193.218.97.148:8023

Input Cutput

172.25.12.33:1935 172.25.14.30:1036
|:: — VM :: —
eth1 eth2
dm!bileapp

Figure 49 Schema of interaction between RIMP ser

differeprt network functions (data providers) in
s an insjght to consumer network functions.

ics logical function. The NWDAF includes the

following functionality:

Support data collection from NFs a S;

NWDATF service registrati
Support analytics infi
 J

etadata exposure to NFs/AFs;
risioning to NFs, AF.

The details of the N n§ponality are defined in TS 23.288, TS 29.520

Exposure of analytic AF analytics may be securely exposed by NEF for external party,

as specified inb .
The fo 10\'\@6 s can be subscribed by a NF consumer (Event ID is defined in clause
4,

ervice Experience information, as defined in clause 6.4.2, TS 23.288.
Mobility information, as defined in clause 6.7.2.2, TS 23.288
E Communication information, as defined in clause 6.7.3.2, TS 23.288
Exceptions information, as defined in clause 6.7.5.2, TS 23.288

Retrieval of data from external party by NWDAF: Data provided to the external party may be collected
via NEF for analytics generation purpose.
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The application from NOVO

The NOVO app will be developed for the Android OS, targeting a wide range of devices running
Android.

1.

Hereby, we provide NOVO’s mobile app wireframe, outlining its
The home screen, illustrated in Figure 50Figure 50, features funds

1.

Technology Stack: For the frontend development, React Native will be used. React Native is a
popular framework for building cross-platform mobile applications using JavaScript and React.
It allows for faster development and better performance compared to traditional native app
development.
Backend Development: For the backend infrastructure, Laravel will be used. Laravel PHP
framework that provides a robust set of tools for building web applications. It is keff@wn T@r’its
simplicity, elegance, and ease of use. Laravel will be used to develop the APIs ge the
database for the NOVO app. ? S
UI/UX Design: The UX/UI design of the NOVO app will follow e ser-friendly
@ns and contribute
n simplicity and

guidelines to ensure that users can easily navigate through the available ff
to the event. The design will be intuitive and visually appealing, wi
ease of use.

s and functionalities.
act®n buttons:

Watch live streaming.

2. Capture.
3. Upload from disk.

dsNEMO =

®

LIVE STREAM
Expenence Athens Marathon live from vanous
&nEMO

[ p |

=] demo

| St |
CAPTURE PHOTOS & VIDEOS

Your camera, your view. Capture the essence of
the Athans Marathon

q s

)

UPLOAD PHOTOS & VIDEOS

Figure 50 NOVO app Home Screen design and Navigation Menu design

The Navigation menu, illustrated in Figure 51, encompasses basic user actions.
The Streaming interface, illustrated in Figure 51, allows users to select the streaming location/camera.
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sss+ D -« ssor D -«
« NEMO = P d¢NEMO =
Streaming Capture

7
Figure 51 NOVO app Streaming interface and intcyface

The Capture interface, illustrated in Figure, guides users th ¢ prOcess of capturing content:
1. Choose location (automatically detect throgeh GPS)
Take picture from camera.

2.
3. Insert comment/annotate.
4. Upload.

Lastly, the UI flow diagram of the applicati@g ig/illustrated in Figure 52

A-

login home menu
v X = aod
PE=
T e s
& NEVMO
POTR M AN W . . .. S A AR S . e
= —
J e
]
- ~ —_—
- | -
> 1 b P |
- | -~ 1
- ~ =

N v - - s - - e

@ v
S
1@ .
L
i -
= ‘

m contr'lbutlons
capgure/ 5:{::’:2?/ y ]
UPNPRE o S b o v Wl Fd  om el

- - - - - —— = = == = ol

Figure 52 NOVO app flow diagram

Document name: NEMO Living Labs use cases evaluation results - Initial version Page: 750f 116

Reference: D5.3 |Dissemination: PU Version: [13.0 |Status: Final




&8s NEMO

5.3 XR 01 VR Experience about ancient Workshop of sculptor Phidias

5.3.1 Trial Site Description and Updates

The XR use cases focus on enhancing educational VR experiences. The pilot will be hosted at the
Hellenic Cosmos Cultural Center of the Foundation of the Hellenic World, which is based in Athens
and features exhibitions, educational programs and public access to single person systems using Head
Mounted Displays.

This use case will enhance the experience of a Head Mounted Display VR application thatgresents
everyday life in the workshop of a famous sculptor Phidias. Biometric Data of the user as Jag in ts
and navigates the virtual environment will be captured by an [oT Smart Watch and the % on a
AI/ML node on the edge-cloud continuum to estimate the Emotional status of the indiyidyal. @fis status
will allow the application to adapt the experience or even notify museum staff is as e is required
in case of nausea. The architectural diagram Figure 53 and Table 13 depicted shows the final
software that was used to create the components and its interconnection. @

Input data: Smart Watch (Samsumg ‘Application based
on Tizen OS
ML Model: Hybrid CNN-LST

App developed from scratch afMAG)N
Dataset: Q9
\Y > AR

mounted on a minicomputer, Video

Emotion Recognition ML

Bl ork (Al model was
nologies: : Tensorflow

Gesture Recognition ML

App ies: Docker/Kubernetes

Event Server

A GEERGHE. 8 cchnologies: RabbitMQ /Docker/Kubernetes

Input: Data from IoT devices

Data Lake Technologies: InfluxDB 2.7.5 / Postgres 16.1.0

Unity 3D - VR Application for Dome Theatres (PC)
VR Applications Unity 3D - VR Application for Head Mounted Displays (Meta
Quest 2 - Android)

Unity 3D - 2D PC application for Smart TV output

Smart devices Unity 3D — 2D Android Application for Smart Phone

Table 13 Listing of Software used to implement the architectural diagram below
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https://www.kaggle.com/datasets/priyankraval/nurse-stress-prediction-wearable-sensors/data
https://www.kaggle.com/datasets/priyankraval/nurse-stress-prediction-wearable-sensors/data

NEMO

=i
—_ f ML Model (Training) ML Model (Training) %
HPC Server

' Migrations Event Server (RESTAPI/PubSub) Migrations
Edge Server R
(—) Gesture Recognition s Emotion Recognition
— ML App (inf) ML App (inf)
(==

Message Broker

Q b

- .. L ves

) SMARTTV % % = .

IoT Devices [ ] -] ﬁ o 7 A7
[ ]

T Smartdevices Tholos application wearables AR/VR applications

presenter

)

14
Figure 53 Latest version of the Pilot Architecture for XR01 RJ2 use cases

This section below details a comprehensive approach to de
devices. It begins with an in-depth overview of the dal
complementary public dataset) which includes crucial physi

sing data captured by wearable
ed from smartwatches and a
ogical and motion-based signals (such as
\ y outlines the rigorous exploratory data
ta quality, address class imbalance, and convert raw

ing st

—_

analysis and preprocessing steps that ensure
sensor streams into a format suitable for ti
convolutional and LSTM layers is then
results) including high accuracy, preci
capability in real-time stress classification,
stress monitoring in both controlled.gfd real-

recgll, and F1 scores (demonstrate the model’s strong
ighting the promise of wearable devices for continuous
orld environments.

Dataset Overview

A key application of Srfart
virtual reality headse#
data collection devicg

tinuous monitoring of a user’s stress levels while they wear a
this, we selected the Samsung Galaxy S6 smartwatch as our primary
topits ability to capture crucial physiological and motion-based signals for
stress detection, incl tart rate (HR), accelerometer data (X, Y, Z), and body temperature (TEMP).
These metrics real-time tracking of subtle physiological changes, providing data-driven insights

into the user’g cMgtional state during VR immersion.

e his smartwatch data, we utilized a publicly available dataset specifically designed for
con{gOus stress monitoring among hospital nurses. This dataset closely aligns with the smartwatch’s
bes while also including electrodermal activity (EDA), a critical marker of sympathetic nervous
system activation. The data was gathered using the Empatica E4 wearable device, which records EDA
at 4 Hz and blood volume pulse (BVP) at 64 Hz, enabling the extraction of HR metrics. These high-
resolution time series measurements provide precise tracking of physiological fluctuations throughout a
nurse’s shift.

Collected in a real-world, high-stress work environment, the dataset consists of approximately 11.5
million records spanning nine physiological and contextual features. These include orientation data (X,
Y, Z), electrodermal activity (EDA), heart rate (HR), skin temperature (TEMP), a subject identifier (ID),
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timestamps (Datetime), and categorical stress state labels (low stress, medium stress and high stress).

Table 14 provides an overview of randomly selected samples from the dataset.

X Y Z EDA HR TEMP id Datetime | label
-13 -61 5 6.769995 99.43 31.17 15 03:00.0 2

-20 -69 -3 6.769995 99.43 31.17 15 03:00.0 2

12 60 20 0.087115 69.72 29.93 5C 48:06.6 1

11 59 20 0.087115 69.72 29.93 5C 48:06.6

-36 -4 55 0.292055 83.12 28.99 5C 57:19.8

-34 -4 54 0.292055 83.12 28.99 5C 57:19.8

Table 14 Overview of the Stress Monitoring Dataset
elf-reported

contextual data, the dataset provides a robust ground for investigating how stress ests in biometric

tr8@meionitoring in real-

h@gpital settings to broader
nftoring.

By combining high-frequency physiological signals, orientation informatiog ﬁ
)

readings. It also underscores the viability of wearable devices for continuo
world environments, reinforcing the potential to translate such insights fr
applications, including VR-based scenarios and everyday consumer st

Exploratory Data Analysis

To ensure the dataset was suitable for stress monitoring sma
data analysis (EDA) process was conducted. Given that the
activity (EDA) data, this feature was removed fro

which were not relevant for numerical analysig?

tch sensor data, an exploratory

oes not provide electrodermal
the datast along with the id and datetime columns,
was then checked for missing values,
leteness was not a concern.

=+

most prevalent, followed by low-sfug
medium-stress instances (label 1). @ i3

7

Frequency

(=]

=3
label

1.0

Figure 54 high-stress data points
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NEMO

To further investigate the characteristics of the dataset, as we see in Figure 55, histograms were plotted
for each feature, revealing the underlying distributions of physiological and motion-related signals. The
heart rate (HR) distribution was right-skewed, with most values concentrated between 60 and 100 beats
per minute. Skin temperature (TEMP) exhibited a bimodal distribution, suggesting possible variations
in external conditions or individual differences in physiological responses. The orientation features (X,
Y, Z) showed near-normal distributions but with some skewness, potentially due to variations in
movement intensity.

Histograms of Features

=100 50 4] 50 100 =100 =50 (] 50 100 '

100 -5¢ © 50 100 50 80 100 120 140 160 180
166 TEMP 166 label

T T T
24 26 28 30 32 34 36 0.0 0.5 1.0 15 2.0

ure 55/Histograms of Features

Overall, the EDA process e the dataset was appropriately structured, cleaned, and
preprocessed for stress 1Qing’applications. The removal of the EDA feature aligned the dataset
with the available /Sy tc sensors, while the distribution analysis provided insights into
physiological variatig observed class imbalance in stress levels suggested a potential need for
data balancing te

o

Dataset prepgacgin

Befo, % e model, several preprocessing steps were applied to ensure that the dataset was
st red for effective stress classification. Given the nature of physiological signals, raw

sensOfdata required transformation to align with the temporal and statistical properties needed for deep

odels. The preprocessing phase involved addressing class imbalance, standardizing numerical

features, encoding categorical labels, and structuring the dataset into a time-series format suitable for

sequence-based learning.

The dataset initially exhibited a significant class imbalance, with a disproportionately large number of
high-stress instances compared to medium and low-stress instances. To mitigate the effects of this
imbalance and ensure that the model did not become biased toward the dominant class, random
undersampling was applied. This technique involved downsampling the majority class to match the
number of instances in the minority class, ensuring an even class distribution across all stress levels.
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Although undersampling reduces the total dataset size, it helps prevent model bias and enhances
generalization across different stress states.

Once the dataset was balanced, feature scaling was applied to standardize the numerical attributes. All
physiological and motion-related features—X, Y, Z (orientation data), HR(heart rate) and TEMP (skin
temperature)—were transformed to a distribution with zero mean and unit variance. This standardization
process was necessary to prevent features with larger numerical ranges from disproportionately
influencing model learning. The labels were then one-hot encoded to represent the three stress levels as
categorical variables, preparing the dataset for multi-class classification.

To effectively model the temporal dependencies in physiological signals, the dataset er
processed into a time-series format. A sliding window approach was applied, where s q@ of 32
consecutive time steps were used as input samples, with the corresponding stress 16\4{1 nal time
step serving as the target label. This window size was not arbitrarily chosen; ragher, as selected
because the smartwatch collects and transmits 32 measurements per second
feature. By aligning the window length with the smartwatch's data tra

Ach physiological
¥ rate, the model

effectively learns from one-second intervals of physiological changes, ¢ that stress predictions
are based on meaningful, real-time physiological patterns rather th téd measurements. This
transformation allowed the model to capture short-term fluctuatiQas a ends in biometric signals

while preserving the temporal structure of the data.

Model Training

To develop an accurate stress classification model, a deep\earriing approach was employed using a
combination of convolutional and recurrent n i
architecture combining convolutional (CNN) agd recurrgnt (LSTM) layers was designed to capture both
spatial and sequential patterns in the data. del began with a 1D convolutional layer (Conv1D) to
extract local feature representations, folfloweg b ax-pooling layer to reduce dimensionality and
-term memory (LSTM) layers were incorporated to
capture long-term dependencies in the seq al data, with batch normalization and dropout layers
added to prevent overfitting. The fina€layers Consisted of fully connected (dense) layers, culminating in
a softmax activation function for -class classification. The complete architecture of the proposed
CNN-LSTM model is illustratgehin 56

 J

d&g’ tegorical cross-entropy as the loss function, Adam optimization, and
geriPrmance metric. Training was conducted using early stopping to prevent

Walidation loss and halting training if performance began to deteriorate. The

T'q batch size of 32, a validation split of 20%.

The model was co
accuracy as the pri
overfitting by momt
model was trai
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Figure 56 Architecture of the CNN-LSTM Model for Stress Classiﬁ@

Model Evaluation Results
To assess the performance of the proposed model, the evaluation cted using a separate test
i in

dataset. The model was assessed using key classification metrics curacy, precision, recall,

and F1-score. Additionally, a confusion matrix was generatgg to vis e the classification performance
across different stress levels.

The model achieved a test accuracy of 95.84% mdicating i effectiveness in distinguishing between
different stress states. The precision, recallfand Flrscore were 95.91%, 95.84%, and 95.84%,
respectively, demonstrating a well-balanc rmange across all classes. These results suggest that

the model can reliably classify stress leyéls hysiological and motion-based signals captured
by the smartwatch. The complete evaluati@metghcs are summarized in Table 15.

[}

Metric Value
cision 95.91%
o ecall 95.91%
L 1 Score 95.84%
\, TestLoss 0.11
TestAccuracy 95.84%

Table 15 Table Evaluation metrics

To further e model’s classification performance, Figure 57 presents the confusion matrix,
illu g@ﬁstribution of true and predicted labels. The majority of samples were correctly

with some misclassifications occurring primarily between adjacent stress levels. This
suggcSs that while the model effectively distinguishes between stress categories, minor overlaps exist
edium and high-stress instances.

9
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Confusion Matrix

True labels
1

1
Fredicted labels

accuracy, while the validation curve remains closely aligned, sug8
stopping mechanism was triggered at epoch 7, confirmi

would not have significantly improved performance. The fi C
the model’s generalization capability on unseen dagg.

cyStabilized near 96%, reinforcing

0981 validation

—— Training

0.94
0.92

0.90 4

A
(.

@ 0 1 2 3 3 5 6 7
1gure 58 Training and Validation Accuracy Curves of the Stress Detection Model

The re confirm that the proposed CNN-LSTM architecture effectively captures temporal patterns
in physfological signals, leading to accurate stress classification. The use of early stopping ensured
optimal training, preventing overfitting while maintaining high generalization performance.

Adaptive Model Retraining

To enhance the accuracy of our stress detection model over time, we implement a data collection
pipeline that stores real-time physiological and motion data from the smartwatch into a centralized data
lake. This data, initially unlabeled, is preserved for future model retraining. To address the absence of
labels, we incorporate the original labeled dataset into the data lake and leverage semi-supervised
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learning techniques to iteratively refine the model. Specifically, methods such as self-training, pseudo-
labeling, and consistency regularization (e.g., Mean Teacher, FixMatch, and MixMatch) can be
employed to infer labels for the newly collected data. This approach enables the model to progressively
adapt to unseen variations in physiological responses, leading to improved generalization and robustness
in stress detection.

Furthermore, the same methodology can be applied to a gesture recognition model, where motion sensor
data from the smartwatch is continuously stored and later refined using semi-supervised learning
techniques to improve the accuracy of gesture classification. By utilizing this iteratiy@learning
framework, both models benefit from an adaptive learning process, ensuring enhanced perf% in

real-world applications. ‘b
5.3.2 Technical validation g E

The scenario will validate the NEMO meta-OS with Meta Head Mounted Displa‘ VR devices.

detection AI/ML
ime VR facilities
t the Hellenic Cosmos
tH connectivity using 360
t will be deprecated from
this trial and evaluated in the Smart Media City sibling trial mentilg revious section.

The immersive VR experience inside the headsets will be enhanced using e
functionalities. Thus, the NEMO ecosystem will be validated within the ar
as the ones provided to the public by the Foundation of the Hellenic
Museum The KPI XR 01 06 spe01ﬁed in D1.1[1], D5 2[5] targetlng

Scenario: XR01 Test Scenario_1
XRO1_Test Scenario 1
Objective VR Experience about ancienf workshop of sculptor Phidias.

Enhance experience with srilart meter biometric data (Accelerometer, Heart Rate,
Skin temperature).

Description The XR applicatio sed on heterogeneous [oT devices (Wearables and
VR headsets) and is go collect and analyze anonymous biometric data from
the user in order tgrestimat® their emotional status during the VR experience in order

Scenario ID

Features to be

tested rcement (data [image, videos] privacy compliance)
sed API (migration)

C (micro-slice for sending images)

E (select secure execution (e.g. ML model inference) at edge, cloud)
Plugins Life-Cycle manager and MOCA (for ML services)

ments |XR 01.FRO1, XR 01.FR02, XR 01.FR03, XR 01.FR04, XR 0I1.FROS,

addr XR_01.FR06, XR_01.FRO7
XR 01 NFROI, XR 01 NFROI, XR 01 NFR03, XR 01.FR04
KPIs KPI XR 01.1, KPI XR 01.2, KPI XR 01.3,KPI XR 01.4, KPI XR 01.5

Prerequisites | The NEMO platform should be installed and configured, including at least 2
clusters, 10020wearable device providing biometric measures, 1 VR headset, 1
edge PC device for info presentation, 1 edges server. The ML application for
emotional detection should run on the edge server. At least 1 user is registered as
NEMO consumer and has access to workload LCM information, as well as at least
1 user registered as meta-OS Provider.
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Scenario: XR01 Test Scenario 1

Test steps

The Smart XR application owner signs in NEMO as meta-OS consumer.

The application owner uploads the workload descriptor on the NEMO
platform.

The application owner deploys the application over the continuum via the
NEMO APIL

The XR application is started and test scenario 1 is performed.
The application owner monitors the workload execution and cowat
data from the wearables are sent, analyzed, and consumed properly

L
PC)

The application owner retrains the ML model (this process reqyir
micro-service to be migrate to High Performance Corfjpu
infrastructure).

Success state

The application owner terminates the execution and ts the logs.
egsfully events by

Application running in the VR headset consu
ML emotional detection service.
Application running in VR headset stops qu @ t#on of user’s emotional

event.
Successfully training of the ML modgé in §nt

dge HPC nodes.

Failure state

AI-ML application fails to deploy or t

ons, VR app and IoT devices

Responsible for
testing and
implementation

MAG, FHW

tect €
do not receive status changes or do not ety .

)

Risks

No risks identified sofar.

Table 16 Test scen

1 f

the ancient workshop use cases

Description How it will be tested

KPI XR 01.1 . . Log analysis of Emotion ML.
- - on status in realtime.
ervice trigger events on subscribed VR k/?Lg Agzls};sllrse C(:rrlldpar%zi;gi
KPI_XR evices. - 100%, All VR devices receive events . .
. components with Unity 3D
no tolerance for losing an event.
Apps.
Conditional tasks/Micro-service migration. Loo analvsis for successful
KPI_ XR 01.3 Success rate. - 100%. ML training Migration migrationy
from Edge-Cloud. £ '
E.nd'to end low'latel?cy migration to avoid Log Analysis Compare logs of
dizziness and motion-sickness <20ms. Latency . .
KPI XR 014 . o ML Emotion components with
- - between emotion recognition and VR app Unitv 3D A
adaptation. Measure latency. Y pp-
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Description How it will be tested
Qualitative user and
KPI XR 01.5 Does the user get better experience >=25% administrator study to prove
better QoE.

Table 17 Test XRO1 scenario 1 KPI validation methodology

5.3.3 Use case sequence diagrams

The use case diagrams presented in the previous deliverable D5.2 [S]provide a detailed dgsetip
how the several components interact with each other. These diagrams are still valid and a ated
in deliverable D5.4 with the finalization of the piloting use case as new interactions jnay, be¥eded as
the project progresses. Q

5.3.4 Timeline of activities .

Start Date End Date

Delivery of beta i
version of components. M5 M ‘ Completed
Local Testing.
Testing Deployment
via NMEO meta-OS M27 ) M29 Completed
Pre-Trial at Site test at
the Hellenic Cosmos M30 M30 Completed
Cultural Center ) U
Final Integration with
NEMO M30 M32 In Progress
Final Pilot Tests M33 To be performed
[
le 18 Timeline of activities for XRO01
5.3.5 Intermediat X
At the end of M gration status with NEMO is as outlined below:
e T art has been created and tested in our local environment (Done).
t g testing on the OnLAB cluster (in progress).

igration testing to a high-Performance Server using the Meta-Orchestrator (MO) (in progress).

d-to-end testing (using the intent-based API and MO) (in progress).

o n site Pre-Trial tests at the Hellenic Cosmos Cultural center in a local environment setup
(Done).

An important part of the XR Pilot is the qualitative evaluation in order to fulfill also KPI XR 01.5.
Since the XR pilot target directly the usage of NEMO in a cultural setting, an evaluation will proof that
besides the technical markers also the experience and operation of the VR experience has benefited from
NEMO affordances. Two questionnaires will be designed, one for HMD operators (museum educators)
and one for visitors. An information sheet and consent form is prepared in which the participant agrees
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to participate in the evaluation and have his data collected. Consent for media capture for media posts
is also asked as well and the visitor is informed that there is a possibility of motion sickness. The
questionnaires will only have participant codes (no id, no names). The questions will be multiple choice
and open ended for collection of qualitative data and a post-use interview with the operators will also
be performed.

During M30 a complete set of Pre-Trial tests were performed at the Hellenic Cosmos Culture center of
the Foundation of the Hellenic World. The tests were performed by FHW and MAG and were carried
out with a local environment setup with components mainly being located on the Edge.

tested. During the trial the Event Server RestAPI, the Emotion Recognition ML App Lake
were run on a server located at the edge. The Message Broker was located at the cloudcon MAG servers.
The smart wearable (Samsung Galaxy 5) was worn by a test user during the VR e as shown in
o
1019

The integration with NEMO, the migration, intent based API, MOCA and MO compona@ ot

Figure 60. The VR experience running on Pico G4 Head Mounted Displays as in Figure 59 was
running a Unity3D application presenting an interactive storytelling appligat out a visit at the
ancient workshop of the ancient artist Phidias.

Both the VR app and an external PC device were subscribed to the gugn
The external smart device PC was connected to a smart TV for mg @ g ti®rvisitor and was executing
a Unity3D application which informed about the emotio e user. Upon receiving a high
stress indicator, the device prompted to the museum educat e viBitor needed attention. Similarly
on receiving a high stress indicator the VR application exec

er for receiving messages.

connected to the user’s hand was running a de
broker transmitting all the needed bio-d

Note that during the pre-trial we used cadgets but for the final pilot trial a Meta headsets will be
used to use the latest version of the VR app¥

>
o
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Figure 59 The user wearing a Head Mounted Displ icc Mg the VR experience

Smart watch (lecal |oT device)
Reads stress Biomarkers

Figure 60 The Smart Wearble IoT device
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5.4.1 Trial Site Description and U

The XR use cases focus on enhancing e
Hellenic Cosmos Cultural Center of the Foufdation of the Hellenic World, which is based in Athens
and features exhibitions, educatio rograms and public access to projection based VR Systems for
large audiences.

The second experienge t%
VR Dome where live S
the VR Dome the v Q e museum educator who is doing the live Dome show presentation is
captured during tags using a video capture PC. This video is sent to AI/ML nodes for analysis on
gestures. The Mgese thus can trigger events by performing gestures. These events could trigger
actions in 1@ sne show that is presented or notify external staff for assistance or display info on

W1 nhanced will be for a much larger VR system. A large scale realtime
d rs are provided for 132 visitors through interactive environments. For

exte cigenggsuch as when the show is about to end. Thus, it provides another interaction capability.

implementation of this component, the MediaPipe library was utilized. MediaPipe, developed
by Google, is an open-source framework designed for real-time perception tasks, including hand
tracking, pose estimation, and object detection. It provides efficient, cross-platform solutions optimized
for mobile and web applications. Specifically, for gesture recognition, MediaPipe’s Hand Tracking
module offers robust hand landmark detection and tracking capabilities, allowing for precise gesture
classification in real time. The framework employs machine learning models to detect hand key points
with high accuracy, making it a suitable choice for gesture-based interaction systems.

Specifically, the first step in the gesture recognition pipeline is detecting whether a hand is present in
the input frame. By using a machine learning-based detector that identifies the bounding box of the hand
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in the image or video feed. This detection is optimized for real-time performance, allowing the system
to process multiple frames per second without significant latency. Once a hand is detected, MediaPipe
applies a pose estimation model to extract 21 key landmarks on the hand and with the extracted hand
landmarks, the next step is the gesture classification.

Dataset Creation

To develop a robust and accurate gesture recognition model, we created a custom dataset containing
only the specific gestures required for our application. By manually curating the dataset, we ensured
that the model would focus solely on recognizing the targeted gestures without unnegssary or
ambiguous classifications.

The selected gestures for this dataset are:

e  ThumbsUp : ‘b

e ThumbsDown

e Victory
e UnknownClass Q

The Unknown Class plays a critical role in improving the model’s reliakihitySig real-world scenarios,
the system might encounter hand positions or gestures that it has not bg @ icitly trained on. Without

efic of the known gestures,
ant hand positions in the

leading to errors. To mitigate this, we included a set of randon
dataset, allowing the model to correctly identify unfamilia

ze across different hand orientations and
angle or a single hand, the model might struggle
Ining data. Figure 62 presents a set of example
angles, hand positioning, and lighting conditions.

perspectives. If images were captured only fro
to recognize gestures performed differently#fro
images from the dataset, demonstrating i vapat

i

(a) Thumpsup (b) Victory
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(¢) Thumpsdown (d) Unknown
Figure 62 Images of the gesture recognition dataset

The dataset was carefully constructed to ensure a balanced representation e@ass. Specifically,
300 samples were collected for the Thumbs Up gesture, 300 samples for gag bs Down gesture, and
300 samples for the Victory Sign. Additionally, 350 samples were ing for the Unknown class to
account for hand positions and gestures that do not belong to the prg

one using the MediaPipe framework, which
ig Each image was converted into a structured
aset structure follows this format, first column is
alized keypoint coordinates (X, y positions of hand

provides real-time hand tracking and ge
format suitable for machine learning trgifii
the gesture label, and second column onw
landmarks).

Each row in the dataset represent gesture sample, with the first value indicating the gesture

class and the remaining value es the normalized coordinates of key hand landmarks. By using

this structured dataset,.[t;!e de[Y€ail” efficiently learn the spatial distribution of hand movements,
i

leading to improve itioW” accuracy across different real-world conditions. Before training, the
dataset was split i infMg, validation, and test sets to ensure proper model evaluation and
generalization. Egch e class contained a total of 300 samples, out of which 240 samples were
allocated for traihi validation, while 60 samples were reserved exclusively for testing.

compilation, and training with early stopping and checkpointing mechanisms.

The model follows a sequential architecture composed of fully connected (dense) layers. It takes a 42-
dimensional input, representing the (x, y) coordinates of 21 hand landmarks. To prevent overfitting, a
dropout layer with a 20% dropout rate is applied, randomly deactivating neurons during training. The
first hidden layer consists of 20 neurons with ReL U activation, allowing the model to learn complex
patterns in the data. Another dropout layer with a 40% dropout rate follows to further improve
generalization. The second hidden layer, with 10 neurons and ReLU activation, refines the learned
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features. Finally, the output layer applies a softmax activation function, producing class probabilities for
the predefined gesture categories. This ensures the model assigns a confidence score to each class,
making it suitable for multi-class classification.

The model was trained using the training dataset employing a maximum of 500 epochs to allow
sufficient learning while mitigating underfitting. A batch size of 128 was used to balance computational
efficiency and model generalization. To monitor the model's performance and prevent overfitting, a
separate validation dataset was utilized throughout training. Additionally, early stopping was applied
with a patience value of 20 epochs, allowing the training process to halt automatically if validation loss
did not improve over 20 consecutive epochs. This approach prevented unnecessary computatigns and

reduced the risk of overfitting.
Evaluation Results ‘b
The training process yielded strong results, with the model achieving a training accu 91.62% and

a validation accuracy of 99.14%. Early stopping was triggered at epoch 100, in ng that the model

hon

had reached optimal performance before the maximum epoch count. Final ev pn the test dataset
confirmed the model’s effectiveness, achieving a test accuracy of 98.43%, onsirating its robustness
in recognizing the predefined gesture classes. To further assess the m ormance, a confusion
matrix was generated, providing insight into its classification accura ch gesture category. The
confusion matrix, shown in Figure 63, illustrates the number of cq isclassified predictions for
each class.

To evaluate the real-time performance of the gesture recogniyén system, a live test was conducted using
a webcam, as shown in Figure 64. The system couéinuously\captures frames from the camera, detects
hand landmarks, and processes the extracted kg§ points through the trained neural network to classify
gestures in real time. In this instance, the mod&l succesgfully identifies the all the gestures, displaying
both the detected hand landmarks and the gassifiS@gig@fesult on the interface. Additionally, the terminal
output logs show the detected gesture confirming the accuracy and responsiveness of the
model. These results demonstrate the mo fectiveness in live conditions, making it suitable for

interactive applications. 2
60
50
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@
©
o =
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Figure 63 Confusion Matrix of the Gesture Recognition Model
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Hand Gesture Recosnition

SeoEENaEEE

BRSIRIS

(d) Live detection of Unknown gesture .

Figure 64 Real-TimeGestureRecognition

5.4.2 Technical validation

The scenario will validate the NEMO meta-OS within a large-scff
immersive VR experience running on the Dome will be enhaiigg
functionalities. Thus, the NEMO ecosystem will be valid
VR Theatres as the one provided to the public by the Foun
Cosmos Museum. This pilot will be only based

1 Dome VR Theatre. The
ingZgesture detection AI/ML
¢ area of large-scale real-time

Scenario ID

Objective Enhance expe

Analyze
usir® M

Description

ion based on state-of-the-art machine learning algorithms. The system
ins and executes ML models in the loT-to-Edge-to-Cloud continuum and it will

trfgger events in real time that are going to be consumed by subscribed [oT devices
@ such as smart displays as well as the actual application that is executed at real-time
for triggering actions in the virtual world.

Feat®yges to be | Meta-Orchestrator (Workload deployment)

tested Policy Enforcement (data [image, videos] privacy compliance)

Intent-based API (migration)

mNCC (micro-slice for sending images)

SEE (select secure execution (e.g. ML model inference) at edge, cloud)
Plugins Life-Cycle manager and MOCA (for ML services)

Requirements | XR 02.FRO1, XR 02.FR02, XR 02.FR03, XR 02.FR06, XR 02.FR07,
addressed XR 02.FROS, XR 02.FR09,
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Scenario: XR02 Test Scenario 1

XR_02 NFROI,
XR_02 NFRO5

XR 02 NFR02,  XR 02 NFR04,  XR 02 NFR04,

KPIs

KPI XR 02.1, KPI XR 02.2, KPI XR _02.4, KPI XR 02.5

Prerequisites

The NEMO platform should be installed and configured, including at least 2
clusters, 1 wearable device providing biometric measures, | Dome Theatre driven
by a realtime-rendering PC, 1 edge PC device for info presentation, 1 edges server
who also handles video capturing. The ML application for gesture detection should
run on the edge server. At least 1 user is registered as NEMO consum d has
access to workload LCM information, as well as at least 1 user registered asSgeta-
OS Provider.

Test steps

e The Smart XR application owner signs in NEMO as meta—::i c mer.

e The application owner uploads the workload descripto the NEMO
platform. Q

e The application owner deploys the application Qyftr
NEMO API.
r

e The DOME VR application is started and

e The application owner monitors the ecution and confirms that
image data from the camera are sent, d, 2hd consumed properly
e The application owner retrains (this process requires the ML
i e

micro-service to be migrate rformance Computer (HPC)
infrastructure).

ntinuum via the

io 1 is performed.

ates the execution and collects the logs.

Success state

e VR Dome a cofisumes successfully events by ML gesture
recognition i
e VR Dome ap eacts properly to the presenter signals.

Subscribed IoT d§¥ice such a smart TV show info.

Failure state

deploy or to detect gesture, external IoT devices do not receive

Responsible for
testing and
implementation

Risks

risKy identified so far.

able 19 Test scenario 1 for the use case in Tholos Dome VR Theatre

Description How it will be tested

Conditional tasks/Micro-service migration. Loo analvsis for successful
KPI_XR 02.1 Success rate. - 100%. ML training Migration migrati ny

from Edge-Cloud. gration.

diiness and motion-sicknes + 20ms. Latency | L0 Analysis Compare logs of
KPI XR 02.2 ' Y| ML Gesture components with

between user gesture and recognition. Measure

latency. Unity 3D App.
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KPI Description | How it will be tested
End to end low latency migration to avoid
dizziness and motion-sickness < 20ms. Latency
between user gesture and recognition. Measure
lat . .
atency Log Analysis Compare logs of
KPLXR_02.4 ML Gesture Node
Does the ML Edge/Cloud system recognize '
gestures, >= 80% success and at least 25%
improvement when using training data of HPC
after migration. A @
Qualitativg Ner and
KPI XR 02.5 Does the user get better experience >=25% adminisstudy to prove
e Q0%

5.4.3 Use case sequence diagrams

The use case diagrams presented in the previous delivera 5.2 rovide a detailed description of
how the several components interact with each other. These arg’still valid and are to be updated
in deliverable D5.4 with the finalization of the pilqting use §ase as new interactions may be needed as
the project progresses.

5.4.4 Timeline of activities

Start Date End Date

Delivery  of  beta M27 Completed
version of components.
Local Testing.
Testing Deploymelg M29 Completed
via NMEO meta-O

[ M30 M30 Completed
Final Integrafign W D30 D32 In Progress
NEMO /%
Fi i ’ D32 D33 To be performed

Table 21 Timeline of activities for XR02

5.4.5 Antermediate Results
At the end of M30 the integration status with NEMO is as follows:

e The Helm chart has been created and tested in our local environment (Done).
e Integrating testing on the OneLAB cluster (in progress).
e Migration testing to a high Performance Server using the Meta-Orchestrator (MO) (in progress).
e End-to-end testing (using the intent-based API and MO) (in progress).
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e On site Pre-Trial tests at the Hellenic Cosmos Cultural center in a local environment setup
(Done).

An important part of the XR Pilot is the qualitative evaluation in order to fulfill also KPI XR 02.5.
Since the XR pilots target directly the usage of NEMO in a cultural setting, an evaluation will proof that
besides the technical markers also the experience and operation of the VR theatre has benefited from
NEMO affordances. One questionnaire will be designed for the DOME operators (museum educators)
that present the show. An information sheet and consent form is prepared in which the participant agrees
to participate in the evaluation and have his data collected. Consent for media capture for ia posts
is also asked. The questionnaire will only have participant code (no id, no names). The qugstio ill
be multiple choice and open ended for collection of qualitative data and a post-use inte ill"also
be performed.

the Foundation of the Hellenic World. The tests were performed by FHW ang land were carried

During M30 a complete set of Pre-Trial tests were performed at the Hellenic Co" re center of
(]
out with a local environment setup with components and devices mainly lod&ged ofl the edge.

O components were not
tested. During the trial the Event Server RestAPI, the Emotion ML App, the Data Lake
were run on a server located at the edge. The Message Broker wag¥
A PC running a capture python app and an usb video came useQ record the gestures. The Dome
was powered by a Super Graphics Rendering PC running/a ity application presenting the

architectural walkthrough of an ancient 10™ cent onastdgy in Greece. An external PC was used to

and send a stream of images to the Mes oker for subsequent ML based gesture recognition.
During the trial the navigation of th perience was performed using gestures. Gestures were

also received by a PC located outsj f the Dome displaying the results to a smart TV. In the final trial

o

Document name: NEMO Living Labs use cases evaluation results - Initial version Page: 96 0f 116

Reference: D5.3 |Dissemination: PU Version: (13.0 |[Status: Final




=
Unity 3D Instance (Local Rendering PC)
Receiving Thumbs up,down,Unknown,Victory gesture events

(¥ -N-¥-F-F-§-¥5

Figure 65 Gesture recognition in front

exgtuteg on the smart TV PC.

Debug log messages on the unity 3D application w

2 ® Dt Explorer Imporg | x 8 NEMO Smart-xR AP £ NEMO STt Al AP % B NEMO SMart R AM +

® PV eTii i ngithEEV.E NRSE LV A P —
fter Hhe Camera Io]igd

9
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contemt -
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Code Duscription

Figure 66 The Rest API exposing the Camera IoT device for gesture reception.
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6 Data Management Plan Updates

The NEMO project follows a structured and GDPR-compliant data management strategy, ensuring that
all collected datasets are properly stored, accessed, and utilized while adhering to privacy, security, and
legal requirements. As the project progresses, continuous updates to the Data Management Plan (DMP)
are necessary to align with evolving data collection needs, regulatory compliance (e.g., GDPR), and best
practices in research data management. Proper data governance facilitates interoperability,
collaboration, and long-term sustainability of the project’s outcomes, while also safeguardingensitive
and proprietary information.

To assess and incorporate necessary updates, a structured Ethics and Data Managemenf qu aire
was circulated among the project partners, collecting insights into data handling tices, potential
an overview of the

modifications in data collection, and compliance considerations. Table 22 providasg
latest updates on the DMP, reflecting the adjustments reported by the NEMO trig of M30.

Dataset Description |§ca]§ Data Availability

Aerial olive tree image | This dataset contains aerial images of olivé
dataset groves, including images of trees (aeria
images) and control images (random
taken over an olive grove, but d
olive trees). It is being used \Wor
classification to assj aerial Yprecision
spraying for the Smagff Farming LL trials.

Public

Terrestrial olive tree| This dataset coptarhs al images taken
image dataset using the Al fi e piloting site. These
images were usc@afor £he training of the LL

model. The,datasefPfs enhanced by the real- WP5/T5.2| Confidential

Power Quality T atake
Analyser data ea ents collected from Power Quality
%
t

ers (PQAs) installed in the MV/LV
ations of Terni electrical distribution
1stribution network. It includes parameters
such as voltage, current, power, and
environmental conditions, recorded and
processed locally by the devices.
Time-series data of energy consumption
loads. Supports demand-response strategies

WP5/T5.3 | Confidential

WP5/T5.3 | Confidential

Producifon data and RES integration.

(Wally)

Phasor Measurement |This  dataset  consists of  real-time
Unit (PMU) data measurements and high-resolution

synchrophasor data from PMUs, including
voltage, current, frequency, phase angle. The
measurement is related to a specific portion of
the electrical distribution grid and it is used for

WP5/T5.3 | Confidential
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Dataset | Description | Scope | Data Availability
real-time grid monitoring, fault detection, and
disturbance classification.

Historical and Real- Time-series data of charging stations.
time Charging station | Supports demand-response strategies and RES | WP5/T5.3 | Confidential
data integration.

Historical and Real- Time-series data of electric vehicles. Supports
time electric vehicle demand-response  strategies and RES|WP5/T5.3 | Confidential
data integration.

Video Quality Probes |This dataset contains Quality of Experience
(QoE) measurements and additional image
KPIg (Key Performgnce Indlcator§) related to WP5/T5.5 | Codeiaddal
media streams. It includes metrics such as 2 s
resolution, bitrate, frame loss, latency, and

image artifacts.

Al Engine Runner This dataset consists of Al-based analysis of
Recognition race  streaming  footage,  specifically
recognizing runners and extracting their bi
numbers using computer vision techni

$/T5.5 | Confidential

Smart Watch Data This dataset will have data origif\a

WP5/T5.5 | Confidential

smart watch. ]
Camera Video Data This dataset wil ta gpfginating from a
camera videg 0 ensure privacy and
compliance wit otection regulations,
we do not retain afiimages containing faces WP5/T5.5 | Confidential
when tra our gesture recognition model.
Instead, ct key landmark points from
o eac e ore them in a structured CSV
1€

Table 22 Data management plan updates

o
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/ Conclusions

Deliverable D5.3, reported an intermediate evaluation of the NEMO Living Labs, summarizing the
progress made across the five verticals—Smart Farming, Smart Energy & Mobility, Smart Industry, and
Smart Media & XR. It provides an overview of the technical developments, application
implementations, and validation efforts conducted so far. Each trial has advanced in developing all the
core components of Use case specific applications and services, which are now being integrated into the
NEMO meta-OS to demonstrate its capabilities in managing distributed workloads across , edge,
and cloud environments. In addition, the deliverable presented an updated version of tligyData
Management Plan (DMP), incorporating the latest feedback from consortium partners.

In the final deliverable, D5.4 “NEMO Living Labs Use Cases Evaluation Results — ersion”, due
in Month 36, the complete outcomes of the pilots will be presented. This willamgludeonsolidated
validation results, performance benchmarks, impact assessments, and insig tEMO’s role in
enabling distributed computing and resource orchestration. {

{8 However, any emerging
requirements or refinements identified during the final validatio bf the project will be addressed
in the concluding deliverable of Work Package 5 (D5.4),

strategy remains robust and aligned with the overall project\giffecitves:

4
o

Document name: NEMO Living Labs use cases evaluation results - Initial version Page: 101 of 116

Reference: D5.3 |Dissemination: PU Version: (13.0 |[Status: Final




&8s NEMO

8 References

[1] NEMO, "DI1.1 - Definition and analysis of use cases and GDPR compliance," HORIZON -
101070118 - NEMO Deliverable Report, 2023.

[2] NEMO, "D1.2 - NEMO meta-architecture, components and benchmarking. Initia#Qgersion,"
HORIZON - 101070118 - NEMO Deliverable Report, 2023.

[3] NEMO, "D1.3 - NEMO meta-architecture, components and benchmarki i ai version,"
HORIZON - 101070118 - NEMO Deliverable Report, 2024. m

[4] NEMO, "D5.1 - Living Labs and Data Management Plan (D version," HORIZON -

101070118 - NEMO Deliverable Report, 2023.

[5] NEMO, "D5.2 - Living Labs and Data Manageme F1nal version," HORIZON -
101070118 - NEMO Deliverable Report,/&%.

4
o

Document name: NEMO Living Labs use cases evaluation results - Initial version Page: 102 0f 116

Reference: D5.3 |Dissemination: PU Version: [13.0 |Status: Final



https://meta-os.eu/wp-content/uploads/2024/06/NEMO_D1.1-Definition-and-analysis-of-use-cases-and-GDPR-compliance-v1.0.pdf
https://meta-os.eu/wp-content/uploads/2024/06/NEMO_D1.2-NEMO-meta-architecture-components-and-benchmarking.-Initial-version-v1.0.pdf
https://meta-os.eu/wp-content/uploads/2024/09/NEMO_D1.3-NEMO-meta-architecture-components-andbenchmarking.Final-version_V1.1.pdf
https://meta-os.eu/wp-content/uploads/2024/09/NEMO_D1.3-NEMO-meta-architecture-components-andbenchmarking.Final-version_V1.1.pdf
https://meta-os.eu/wp-content/uploads/2024/06/NEMO_D5.1-Living-labs-DPM_v1.1.pdf
https://meta-os.eu/wp-content/uploads/2024/06/NEMO_D5.2-Living-Labs-and-Data-Management-Plan-DMP.-Final-version_v1.0.pdf

&8s NEMO

Annex. Data Summary and FAIR Data
Considerations

To maintain clarity and provide structured documentation, the detailed information of datasets from all
the pilots has been compiled in this section based on the data collection templates provided to the pilot
owners as shown in. This annex presents a detailed inventory of datasets used within each trial, following
a standardized structure that includes dataset descriptions, ownership and licensing informatigg, storage
mechanisms, access conditions, and metadata considerations. Additionally, the FAIR (Fi ility,
Accessibility, Interoperability, and Reusability) principles have been taken into account to eaSwre
data governance, facilitating future reuse and integration. \%
L

Dataset Name (The name that clearly URL to the data or published descriptor (doi, zenodo)
identifies the dataset)

Description (A brief summary describing the Ownership  Reuse Conditions Data Availability
data content) & Licensing . (Public/Confidential)
. Specific rules
. (Information
Purpose of Data Collection: (A short about who | about how the There may be
introduction text explaining the purpose of the owns the data can be several reasons for
data collection and the relation to the data and ' reused (e.g., open not sharing them:
objectives of the UC) any for reuse, ethical reasons,
Data Origin: Data Origin should b i intellectual restricted to proecton of
ata ‘rlgm. ata Origin should be one of the eE T personal data, the
following: property involvement of
e Observational: Data captured in real lettsies ort ) in'(cjellectulal and/or
. . agreements i i
time, often not reproducible (e.g. & ",1 ustria property
di ) I . rights, commercial
sensor readings, images, telemetries, ieess, cim o
sample data). must specify the
Experimental: Data from lab reasons why a
equipment, often reproducible, but dataset will not be
with high costs (e.g. chromatograms, shared.
magnetic fields readings). Storage Access Metadata
Simulation: Data generated by Details Mechanisms information

computational models (e.g. climate

(Information How the dataset Description of data

models, economic models, materials about the can be accessed,  format and explain
models). storage including how the data and
Derived / Compiled: Data coming from  [ERESHIT methods like metadata are
analysis or compilation. Reproducible (e.g., cloud  APIls, message assigned to a
but with high costs (e.g. results of text  [EAEMelE brokers, SCADA globally unique and
and data mining, compiled databases). RGNS connections, etc.  eternally persistent
Reference / Canonical: Collection or SErver, identifier.
database))

conglomeration of smaller datasets This identifier could
published and curated (e.g. chemical be a DOI (Digital
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Dataset Name (The name that clearly URL to the data or published descriptor (doi, zenodo)
identifies the dataset)

structures, gene sequence databanks, Object Identifier),
spatial data portals). Handle, or a unique
. . . . URL from an
Data size: (Provide the information on the S
] . institutional
approximate volume of the datasets. Consider .
repository.

the implications of data volumes in terms of
storage, backup, cost and access. Estimate the
volume of data in MB/GB/TB and how this will
grow to make sure any additional storage and
technical support required can be provided)

Table 23 Data Collection Template Shared wigd

For publicly available data that can be shared, the NE g will ensure its availability on
Zenodo. The exact details regarding data publication an Pl be documented in the final
deliverable of WP5, D5.4 — NEMO Living Labs Use Case§ Evaluation Results (Final Version). The

Yt

detailed information of datasets gathered from t e cases dre documented below:
Dataset Name URL t the data or published descriptor (doi, zenodo)
Aerial olive tree image dataset. TBD
Description Ownership Reuse Conditions Data Availability
This dataset contains aerial images of olive f;censing The dataset that (Public/Confidential)
groves, including images of trees (aerial leaf The data will be made The dataset is

images) and control images (random images available, includes planned to be

are under . . .
taken over an olive grove, but do not contain the olive tree images publicly available in
olive trees). It is being used for image ST without humans. popular open
classification to assist aerial precision spraying .. This dataset is repositories, e.g.

. ) of Synelixis o Zenodo. to
for the Smart Farming LL trials. SA envisioned to be b
. o used from encourage
Purpose of Data Collection: . researchers to
research institutes .

. . . . develop cutting
This dataset contains aerial images from the for training and e o
piloting site. These images were used for the validation of LL models and increase
training of the LL model. Moreover, as the real- models. the impact of the
time images taken by the drone for piloting project.
purposes are stored |n. an ?n-premlses Storage Access Metadata
datastore, the dataset contains the images used Details Mechanisms e
for the evaluation of the model.
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Dataset Name

Aerial olive tree image dataset.
Data Origin:

The dataset consists of real-time images from
the drone deployed in the area. These images
reflect actual operating conditions and are hard
to be reproduced.

Data size:

The dataset consists of training and real-time
subsections. The training dataset is 2.9 GB,
while each image taken by the drone is of
~31.85 MB (4608 x 3456 pixels)/image.

The data
are being
stored in
an on-
premises
datastore
(MinlO).

TBD

The dataset can
be accessed
through a REST
APl in a read-only
way.

Table 24 Dataset gf‘ﬂ&bd in Use)fase SF 01

Dataset Name

Terrestrial olive tree image dataset.

TBD

URL to the data or published descriptor (doi, zenodo)

The images
comprising this
dataset include
GeoTIFF metadata.
These metadata are
being used for the

~ creation of the

Orthophoto maps
and later for the
identification of the
point of interest for
the aerial precision

spraying.

URL to the data or published descriptor (doi, zenodo)

Description:

The dataset consists of images acquired from
camera on AGLYV to assist terrestrial bio-spraying
for the Smart Farming use cases.

Purpose of Data Collection:

Ownership
&
Licensing

The data
are under
the

Reuse Conditions

Access to the data
is restricted due
to the presence of
humans in some
of the images

Data Availability
(Public/Confidential)

The dataset is
confidential and will
not be published.

This dataset contains terrestrial images taken O\f/vnersrli? LG

using the AGVL from the piloting site. These e Sl s

images were used for the training of the LL SA.

model. The dataset is enhanced by the real-time d

video snippets taken during the validation phase Storage Access . Meta at?

at the farm. Details Mechanisms information
S onal Thevideo The data are No metadatais

el il B L segments  accessible only included in this

. . . are stored through the MinlO dataset.

The dataset consists of real-time images from | Min User Interf g

the AGVL deployed in the area. These images :jn a viin‘o s;ar nher ac: a';

reflect actual operating conditions and are hard CIERIEIE | @ WiehEn Ui

to be reproduced deployed same Local Area
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Dataset Name

Terrestrial olive tree image dataset.

on-

Data size: premises.

The training dataset 1.5 million object
instances, 80

object classes, object segmentation, and more.

Table 25 Dataset gathered in Use case SF_02

Dataset Name

Power Quality Analyser data

TBD

Network that the
AGVL is.

TBD

URL to the data or published descriptor (doi, zenodo)

Y

URL to the data or published descriptor (doi, zenodo)

Description: Ownership

. . . & Licensing
This dataset consists of real-time
measurements collected from Power Quality ASM, as the
Analyzers (PQAs) installed in the MV/LV grid
substations of Terni electrical distribution operator,
distribution network. It includes parameters owns the
such as voltage, current, power, and data, they
environmental conditions, recorded and have full
processed locally by the devices. control over

. . . how it is
Purpose of Data Collection: This dataset is
. o . used and

used in the application being developed for
the grid operator to enhance grid visibility and Seitetl
support decision-making. The data is
integrated into a Graphical User Interface,
which serves as a centralized platform for real-
time monitoring of power quality. By
providing accurate measurements of voltage,
current, power, and environmental conditions,
the application helps the Distribution System
Operator improve operational efficiency,
detect anomalies, and ensure better power
quality management.
Data Origin: Observational Storage
The dataset consists of real-time sensor Details
readings from Power Quality Analyzers
deployed in the grid. These measurements JIECEIERS
reflect actual operating conditions and are not ES{It=LRITET
fully reproducible. on-premises

Reuse Conditions

The dataset is
strictly restricted
to the consortium
and can only be
accessed and
used by project
partners. Any
external use or
sharing is subject
to prior approval
from ASM, the
grid operator.

Access
Mechanisms

Access to the
dataset is strictly
confined to the

Data Availability
(Public/Confidential)

The dataset is
classified as
confidential, as it
originates from
critical energy
infrastructure. Any
misuse or
unauthorized access
could jeopardize
grid security,
operational stability,
and regulatory
compliance.
Therefore, access is
strictly limited to
authorized
consortium
members, and
appropriate security
measures are in
place to protect the
data.

Metadata
information

The dataset is
provided in both
JSON and CSV
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Dataset Name URL to the data or published descriptor (doi, zenodo)

Power Quality Analyser data TBD

database consortium, with formats, structured
Data size: The dataset generates managed by ASM providing to include essential
approximately 1 MB per day per analyzer. the grid real-time data metadata fields
operator. through an MQTT  such as device ID,
o] broker and timestamp, and
s o.rlca historical data detailed power
data is . . . .
. stored in an on- profiles—including
archived . ‘ . .
o . premises active and reactive
within this |
database for power, as well as
database, .
) analytics. To voltage
ensuring .
ensure security, measurements
long-term .
partners must across different
storage, . .

. provide their phases. Although no
acilesy HIEY, public IP, whichis  globally unique and
an . whitelisted to persistent identifier
retrieval for .

Ivsi q grant read-only (like a DOI or
ana.y.5|s an access. Handle) has been
decision- .

) assigned, the
making.

comprehensive
metadata ensures
that each record is
self-descriptive and
can be effectively
parsed, queried,
and analyzed.

Wle 26 Dataset gathered in Use case SE_01

Dataset Name URL to the data or published descriptor (doi, zenodo)

Historical Consumption and Production data
(Wally) TBD

Description: Ownership  Reuse Conditions Data Availability
. . & Licensing ) (Public/Confidential)

Time-series data of loads wallys. Supports The dataset is

CEIEL LR N E L LU LB AR ASM, as the  strictly restricted ~ The dataset is

integration. grid to the consortium classified as
operator, and can only be confidential, as it

Purpose of Data Collection: Supports owns the accessed and originates from

forecasting and flexibility planning by data, they used by project critical energy

infrastructure. Any
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Dataset Name URL to the data or published descriptor (doi, zenodo)

Historical Consumption and Production data
(Wally) TBD

analyzing energy consumption and production EGEVER{I partners. Any misuse or

trends. control over external use or unauthorized access
how it is sharing is subject ~ could jeopardize

Data Origin: Observational used and to prior approval  8rid security,

These measurements reflect actual operating [FISSSgT from ASM, the operational stability,

and regulatory
'~ compliance.
Data size: The dataset generates Therefore, access is
approximately 40 KB per day per analyzer. strictly limited to
authorized
consortium
members, and
appropriate security
measures are in
place to protect the

conditions and are not fully reproducible. grid operator.

data.
Storage Access Metadata
Details Mechanisms information
The data is Access to the The dataset is

stored inan  dataset is strictly ~ provided in both
on-premises confined to the JSON and CSV

database consortium, with ~ formats, structured
managed by ASM providing to include essential
the grid real-time data metadata fields
operator. through an MQTT  such as device ID,
Historical broker and timestamp, and
15 o.r|ca historical data detailed power
data is . . . .
. stored in an on- profiles—including
archived . . .
o premises active and reactive
within this
database for power, as well as
database, .
) analytics. To voltage
ensuring .
ensure security, measurements
long-term .
X partners must across different
> oragt.at,)'l't provide their phases. Although no
ibili . L .
acr;ess v public IP, which is  globally unique and
an o . . .
. whitelisted to persistent identifier
retrieval for .
Ivsis and grant read-only (like a DOI or
nalysis an
a a.y.s >a access. Handle) has been
decision- .
- assigned, the
making. .
comprehensive
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Dataset Name

Historical Consumption and Production data

(Wally)

Dataset Name

Historical and Real-time Charging station data

Table 27 Dataset gathered in Use case SE_01

URL to the data or published descriptor (doi, zenodo)

TBD

metadata ensures
that each record is
self-descriptive and
can be effectively
parsed, queried,

- and analyzed.

URL to the data or published descriptor (doi, zenodo)

TBD

Description: Ownership Reuse Conditions Data Availability
& ) (Public/Confidentia
Time-series data of charging stations. Supports e The dataset is )
demand-response strategies and RES integration. strictly restricted
EMOT, as to the consortium  The dataset is
Purpose of Data Collection: Supports flexibility charging and can only be classified as
planning by analyzing energy consumption trend point accessed and used confidential, as it is
and provides energy flexibility provision operator, by project related to energy
verification. I T partners. Any flexibility provision
- . dataand  external use or to.the grid and any
Data Origin: Observational _ has full sharing is subject misuse or
These measurements reflect actual operating . unauthorized
.. : control to prior approval
conditions and are not fully reproducible. access could
over how from EMOT, the . . .
. . . jeopardize grid
Data size: The dataset generates approximately it is used charging point security,
40 KB per day per device. and R operational
shared. stability, and
regulatory
compliance.
Therefore, access
is strictly limited to
authorized
consortium
members, and
appropriate
security measures
are in place to
protect the data.
Storage Access Metadata
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Dataset Name

Historical and Real-time Charging station data

Details

The data is
stored in
an on-
premises
database
managed
by the
charging
point
operator.

Historical
data is
archived
within this
database,
ensuring
long-term
storage,
accessibilit
y, and
retrieval
for analysis
and
decision-
making.

~Q”

Dataset Name

Historical and Real-time electric vehicle data

TBD

Mechanisms

Access to the
dataset is strictly
confined to the
consortium, with
EMOT providing
real-time data
through an MQTT
broker and
historical data
stored in an on-
premises database
for analytics. To
ensure security,
partners
authorized must
receive credentials
to access.

Table 28 Dataset gathered in Use case SE_02

TBD

URL to the data or published descriptor (doi, zenodo)

information

The dataset is
provided in both
JSON and CSV
formats, structured
to include essential
metadata fields
such as device ID,
timestamp, and
detailed power
profiles—including
active and reactive
power, as well as
voltage
measurements
across different
phases. Although
no globally unique
and persistent
identifier (like a
DOI or Handle) has
been assigned, the
comprehensive
metadata ensures
that each record is
self-descriptive and
can be effectively
parsed, queried,
and analyzed.

URL to the data or published descriptor (doi, zenodo)

Description: Ownership Reuse Conditions  Data Availability
. . . . & ) (Public/Confidentia
Time-series data of electric vehicles. Supports Vst The dataset is )
demand-response strategies and RES integration. strictly restricted
EMOT, as to the consortium  The dataset is
Purpose of Data Collection: Supports flexibility charging and can only be classified as
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Dataset Name

Historical and Real-time electric vehicle data

planning by analyzing electric vehicle State of
Charge trend and provides energy flexibility

provision verification.

Data Origin: Observational

These measurements reflect actual operating

conditions and are not fully reproducible.

Data size: The dataset generates approximately
40 KB per day per device.

point
operator,
owns the
data and
has full
control
over how
it is used
and
shared.

Storage
Details

The data is
stored in
an on-
premises
database
managed
by the
charging
point
operator.

Historical
data is
archived
within this
database,
ensuring
long-term

TBD

accessed and used
by project
partners. Any
external use or
sharing is subject
to prior approval
from EMOT, the
charging point
operator. |

Access
Mechanisms

Access to the
dataset is strictly
confined to the
consortium, with
EMOT providing
real-time data
through an MQTT
broker and
historical data
stored in an on-
premises database
for analytics. To
ensure security,
partners
authorized must
receive credentials
to access.

URL to the data or published descriptor (doi, zenodo)

confidential, as it is
related to energy
flexibility provision
to the grid and any
misuse or
unauthorized
access could
jeopardize grid
security,
operational
stability, and
regulatory
compliance.
Therefore, access
is strictly limited to
authorized
consortium
members, and
appropriate
security measures
are in place to
protect the data.

Metadata
information

The dataset is
provided in both
JSON and CSV
formats, structured
to include essential
metadata fields
such as device ID,
timestamp, and
detailed power
profiles—including
active and reactive
power, as well as
voltage
measurements
across different
phases. Although
no globally unique
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Dataset Name

Historical and Real-time electric vehicle data

Dataset Name: Video Quality Probes

storage,

y, and
retrieval

and
decision-
making.

accessibilit

for analysis

TBD

Q 7
E_
A

Table 29 Dataset gathered in Use case S

repository link) TBD

URL to the data or published descriptor (doi, zenodo)

and persistent
identifier (like a
DOI or Handle) has
been assigned, the
comprehensive
metadata ensures

~ that each record is

self-descriptive and
can be effectively
parsed, queried,
and analyzed.

(To be determined — can be a DOI or institutional

Description: This dataset contains Quality of
Experience (QoE) measurements and additional
image KPIs (Key Performance Indicators)

Ownergh}p

& Licensing:

Reuse Conditions

Restricted to

Data Availability
(Public/Confidential)

related to media streams. It includes metrics Ow_ned .by project partners; Conf.ldentlal.— Not
. . Universidad data can be publicly available
such as resolution, bitrate, frame loss, latency, T .
and image artifacts Politécnica  shared upon due to intellectual
. de Madrid  request with property concerns
Purpose of Data Collection: The dataset is (UPM) or necessary f’nd p955|ble
collected to evaluate and optimize video project agreements in InC|U'SI'0n of )
streaming quality. It allows for real-time consortium  place. SNl
L . . . data.
monitoring of media quality to ensure a high members.
QoE for end users. The data is used for Licensing to
adaptive bitrate selection and troubleshooting  [lel=Xe/ilal=le!
network-related issues in media delivery. (e.g., open-
. . : source,
Data Origin:Observational (Real-time sensor
. : research-
data collected from video quality probes
L . only, or
monitoring live media streams) .
commercial
Data size: Estimated to be in the range of 1-2 license).
GB, depending on the number of monitored
. ! Storage Access Metadata
streams. Growth will depend on streaming i . . .
. " Details Mechanisms information
volume and retention policies.
Stored on Accessible via Data is stored in
on-premise  secured APIsand  structured format
serversand  message brokers (JSON/CSV) with
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Dataset Name: Video Quality Probes

repository link) TBD

(To be determined — can be a DOI or institutional

backed up
to secure
cloud
storage for
redundancy.

for real-time
analytics, with
authentication
mechanisms in
place.

. 4
Table 30 Dataset gathered in Use case SC 01
Y N

Dataset Name: Al Engine Runner
Recognition

metadata including
timestamps, stream
identifiers, and KPI
descriptions.
Persistent
identifiers (DOI or
institutional

" repository links) will

be assigned where
applicable.

(To be determined — can be a DOI or institutional repository
link) TBD

Description: This dataset consists of Al-based
analysis of race streaming footage, specifically
recognizing runners and extracting their bib
numbers using computer vision techniques.
The dataset includes labeled images, bounding
box coordinates, and extracted bib numbers.

Purpose of Data Collection: The purpose of

Owne;ship
& Licensing: |

Owned by
Universidad
Politécnica
de Madrid
(UPM) or

Eelise Conditions

Restricted to
project partners;
data can be
shared upon
request for
research purposes

Data Availability
(Public/Confidential)

Confidential — Not
publicly available
due to privacy
concerns related to
identifiable personal

this dataset is to enable automated project with necessary :Iata In race
identification of runners in live race footage. consortium agreements. ootage.
This aids in generating real-time race analytics, [Nl =R
providing personalized insights for spectators, MRS ql
and facilitating race tracking. will follow
- . W project
Data Origin:Observational (Captured from live
. ) . agreements
video streams and analyzed in real time) (eg
Data size: Estimated to be in the range of 1-2 research
GB.Growth will depend on streaming volume use, )
and retention policies. r?str-lctef:l
distribution).
Storage Access Metadata
Details Mechanisms information
Stored on Accessible via Data is stored in
on-premise  secured APIsand  structured format
serversand  message brokers  (JSON/CSV) with
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Dataset Name: Al Engine Runner
Recognition

(To be determined — can be a DOI or institutional repository

link) TBD

backed up to
secure cloud
storage for

redundancy.

for real-time
analytics, with
authentication
mechanisms in
place.

Table 31 Dataset gathered in Use case SC 01 A’ U

Dataset Name Smart Watch Data

TBD

metadata including

timestamps and bib

numbers,.
Persistent
identifiers (DOI or
institutional
repository links) will

~ be assigned where
~applicable.

URL to the data or published descriptor (doi, zenodo)

Description

This dataset will have data
originating from, orientation data
Accelerometer (AC), Heart Rate
(HR), skin temperature (TEMP)
from the smart watch.

Purpose of Data Collection: These
readings will be transferred to a
ML node for emotion estimation
for adapting the VR experience.

Data Origin: Data Origin is
observational from sensor readings

Data size:

e For training:
o 11.5 million
samples
o 821MB
o Forinference:5 KB/s

Ownership &
Licensing

Mag and FHW own
the data with full
control

Storage Details

Stored on the Edge
components, is
migrated to the
cloud for
processing before
transferred to the
edge again.

Reuse Conditions

Restricted to the pilot
trials.Reuse of the data is
not possible

Access Mechanisms

The actual dataset can
be accessed only by
internal components of
the trial. Its processed
results are available to
pilot trial devices via a
REST API.

Data Availability
(Public/Confidentia

The data is strictly
confidential and
anonymized.
Sharing is not
allowed as it
entails private
biomarker data. An
information sheet
stating that is
signed by
participants.

Metadata
information

The dataset is
provided in JSON
formats,
structured to
include essential
metadata fields
such as device ID,
timestamp, sensor
reading and
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Dataset Name Smart Watch Data

TBD

URL to the data or published descriptor (doi, zenodo)

Table 32 Dataset giffe%d in Use)fase XR 01

Dataset Name Camera Video Data

TBD

computed results
of the ML nodes.
Although no
globally unique
and persistent
identifier (like a
DOI or Handle) has
been assigned, the
comprehensive
metadata ensures
that each record is
self-descriptive
and can be
effectively parsed,
queried, and
analyzed.

URL to the data or published descriptor (doi, zenodo)

Description

This dataset will have data originating
from a camera video stream.To
ensure privacy and compliance with
data protection regulations, we do not
retain any images containing faces
when training our gesture recognition
model. Instead, we extract key
landmark points from each image and
store them in a structured CSV file.

Each row in the CSV file represents a
single frame and contains numerical
values corresponding to the
normalized coordinates of specific key
points detected in the image. These
key points are typically derived from a
human pose estimation model and
include information about hand, arm,

Ownership &
Licensing

Mag and FHW own
the data with full
control

Storage Details

Stored on the Edge
components, is
migrated to the
cloud for processing

Reuse Conditions

Restricted to the
pilot trials.Reuse
of the data is not
possible

Access
Mechanisms

The actual dataset
can be accessed
only by internal

Data Availability
(Public/Confidential)

The data is strictly
confidential and
anonymized.
Sharing is not
allowed as it entails
private biomarker
data. An
information sheet
stating that is signed
by participants.
Metadata
information

The dataset is
provided in JSON
formats, structured
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Dataset Name Camera Video Data

URL to the data or published descriptor (doi, zenodo)

TBD

and body positions while completely
omitting facial features.

The format of the CSV file consists of:

1. Aseries of numerical values
representing the Xand Y
coordinates of key points.

All values are normalized to a
consistent coordinate space,
ensuring model
generalization.

The data is structured in a way
that allows efficient
processing for machine
learning tasks without
retaining any personally
identifiable visual information.

This approach allows us to train the

model effectively while maintaining
strict privacy standards by avoiding
the storage of raw images with
identifiable human features.

Purpose of Data Collection: The video
stream will be transferred to a ML
node for gesture for adapting the VR
experience.

Data Origin: Data Origin is
observational from video camera

Data size:

e For training:
o 200 samples (custom
data created by MAG)
o 40MB
e For inference:200 KB/s

before transferred to
the edge again.

components of
the trial. Its
processed results
are available to
pilot trial devices
via a REST API.

Table 33 Dataset gathered in Use case XR_02

to include essential
metadata fields
such as device ID,
timestamp, sensor
reading and
computed results of

‘ the ML nodes.

Although no globally
unique and
persistent identifier
(like a DOI or
Handle) has been
assigned, the
comprehensive
metadata ensures
that each record is
self-descriptive and
can be effectively
parsed, queried,
and analyzed.
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