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Executive Summary

The document presentsinsightsinto the first integrated version of the NEMO meta-OS consisting of the
core components, the interfaces and the integration activities to this point. The work also involves the
creation of integration scenarios that guided the integration tests conducted in a laboratory setting
utilizing the supporting CI/CD environment and tools and verified the system-level technical capaci
of the platform. Moreover, the deliverable provides adetail ed presentation of thetechnical develop
conducted within WP4, detailing the NEMO meta-OS Service Management Layer's tech
advancements and updates, including their associated interactions within NEMO meta-OS. i
version of the NEMO meta-OS integrated platform is expected to be presented in D4.3 [ 4
NEMO Platform & Laboratory Testing Results. Final Version," which will be produce econd
quarter of 2025.

O
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1 Introduction

The NEMO meta-OS framework aims to support optimal operation of hyper-distributed applications
implemented as microservices in a highly distributed and diverse environment of cloud-edge and 10T
technologies. Therefore, the associated integration and subsequently the verification and validation of
such activities are not trivial and require a well-designed methodol ogy and execution plan.

In D4.1 [2], a detailed description of the zero-ops CI/CD environment and the associated integréti
guidelines were discussed. This document aims to shed light on the scenario-driven integration
validation activities that aim to realise the first integrated version of the NEMO meta-OS as di
the Vaidation & Verification methodology that is presented. The main objective of this af

one hand to assure that NEMO specifications on interfaces and data models are coh
by the stemming technical developments and on the on the other to facilitate
necessary integration activities.

1.1 Purpose of the document

The purpose of this document is twofold. Firt, it presents the technice
NEMO Service Management Layer and second to present in detail
driven by the NEMO Vadlidation & Verification (V&V)

results which led to the production of the first integrated NE ework.

1.2 Relation to other project work

Theintegration and testing strategy act as the driler of the
strongly connected with all the technical d WP4). Furthermore, the work presented
in this document strongly relates to WRBE activities, onsiders the technical specifications arising
from the requirements’ elicitation pro he architectural specifications. In addition, the platform
integrated view and current prototypeim entati®nswill be applied and tailored to each of the NEMO
trials within WP5. Last, but not least, ocument reports technical options and prototype
functionalities, which are meant used and extended by third parties joining the project through the
Open Cdlls.

elopment process. Thus, this document is

1.3 Structureof t

The remai nderdgf t is organized as follows.
Section 2 provi on on the CI/CD environment of the NEMO meta-OS and on the OneL ab

pIESHiNf Ofat
e integration activities of the first integrated version of the NEMO meta-OS.

»
Y

facilitiesthat
In additi oRgi e high-level architecture view of thefirst integrated version of the NEMO meta-
OS hi e key integration activities for each functional layer and describes the components

ribes the overview, the architecture, the initia results and the interactions with other

onents for the modules that are comprising the Service Management Layer of the NEMO meta-

orm, namely the intent-based Migration Controller (IBMC), the Plugin & Application Lifecycle

Manager (LCM), the Monetization and Consensus based Accountability (MOCA) and the Intent-based
SDK/API.

Section 4 sheds light into the integration activities that are conducted and materiaized the first
integrated version of the NEMO meta-OS, following the scenario-driven V&V methodol ogy.

Section 5 provides conclusions and insightsin view of the final version of the NEMO meta-OS.
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Finaly, Annex A & B provide adetailed description of the Intent-based APl and MOCA interfaces and
data models.

QO

O
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2 NEMO Integration, Validation & Verification
approach and tools

Thefirst integrated NEM O meta-OS version that is described in this document capitalizes on the NEMO
CI/CD environment and tools. The associated CI/CD pipeline facilitates the agile integration
validation approach that the NEMO adopts and is applied throughout the cloud and edge infrastrugtu

resides in OnelLab facilities. The following sections shed light both on the source code
configuration in Eclipse Gitlab and on the Onelab cloud and edge infrastructure that i

2.1 NEMO CI/CD Environment & Tools

2.1.1 Open Source repository
For the NEMO project, the GitLab CI/CD framework has been setyt

Research Labs hosted instance of GitLab. The official GitLa “NEMO Project”
and is accessible publicly at . The group

hosts the source code that is related to each thematic entity-
NEMO meta-OS architecture. Each thematic entity is organiz
group, Figure 1.

as a subgroup of the NEMO GitLab

Figure 1: NEMO code repository in Eclipse Research labs

Within each subgroup, the development activities are organized based on the implemented outcomes of
therelevant tasks. Moreover, for each subgroup an owner isassigned asillustrated in the Figure 2 below.
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https://gitlab.eclipse.org/eclipse-research-labs/nemo-project

2.1.2 NEMO Automated Deploymen onfiguration

The NEMO CI/CD environment céigitalizes ot K ubernetes' manifests for the deployment of the NEMO
componentsin the NEMO mei astructure. The documentation that concernsthe NEMO CI/CD
integration steps that are neces the component deployment process is described in areadmefile

The NEMO co @ n mages are uploaded to the docker.io instance under the account of
NEMO, that iS¥ollOWing®he naming convention “nemometaos/Xcomponent nameX”. The docker?
image reposit -Mlub.docker.com/u/nemometaos) is presented in Figure 3.

1 https://kubernetes.io/
2 https://www.docker.com/
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QO

Figure 3: NEM eta-OS dogker registry

Once avalid dockerfile® exists, a “.gitlab-ci
once the dockerfile exists for the NEM
in the project root directory. Figure

ml "Gl e must Pe created in the project root directory. Then
ent the “.gitlab-ci.yml ” file must be created
resents the relevant configuration file that the NEMO

ing to the instructions that are provided.

include:
- project: ‘eclipsefdn/it/releng/q#
file: 'jobs/buildkit.gitlab-ci.ym

- project: 'eclipsefdn/it/py
file: 'pipeline-autodev;

ice/gitlab-ci-templates’

e/gitlab-ci-templates'

stages:
- build
- test

variables:
gtaos/<component_name>

- echo "Running unit tests... This will take about 10 seconds."

% - docker run $CI_REGISTRY_IMAGE:$CI_COMMIT_SHORT_SHA /script/to/run/tests
- sleep 10

- echo "Tests passed succesfully!"

Figure 4: NEMO gitlab-ci.yml configuration

8 https://docs.docker.com/reference/dockerfile/
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In the above example the NEMO partners have to substitute the <component_name> with the name of
their component. This configuration will do the following:

Upload the docker image nemometaos/<component_name>:latest tag every time a commit happens to
the main branch

Upload the docker image nemometaos/< component_name>:<tag _name> tag every time a new tag is
created.

For example, the creation of tag v0.1.1 on the nemometaos/intent-api uploaded to the docker registry
nemometaos/intent-api:v0.1.1 image. The version of the component (tag) must be always ing
integers.

In order to deploy the NEMO component to Kubernetes orchestrated environment the co 2Nt 0
must provide al the necessary kubernetes configuration files (manifests) and test thi
deployed and work in the OneL ab cluster by using the provided credentials to acc

In order to pull images from the nemometaos account, every namespace in Kuber has the nemo-
regcred secret that must be used as imagePullSecrets in the component’s manifest as
indicated in the following example.

apiVersion: apps/vl
kind: Deployment
metadata:
name: intent-api
namespace: nemo-svc
labels:
app: nemo
type: backend
deployment: intent-api
spec:
replicas: 3
strategy:
rollingUpdate:
maxUnavailable: 1 # for pod anti-affinity to 4
type: RollingUpdate
selector:
matchLabels:
pod: intent-api
template:
metadata:
labels:
app: nemo
type: backend
ped: intent-api
spec:
imagePullSecre

- name: nego-regcged
containers:
- name: djantl
image: one s/in -api:ve.0.10
imageP W Nays

Figure 5: Kubernetes deployment manifest example (intent-based API)

e NEMO meta-OS provided integration guide described the Ingress configuration file that
the communication of the outside world with the deployed component.
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apiVersion: networking.k8s.io/vl
kind: Ingress
metadata:
name: intent-api-ingress
namespace: Nemo-svc
annotations:
cert-manager.io/cluster-issver: "letsencrypt-production"
spec:
ingressClassName: "nginx"
tls:
- hosts:
- intent-api.nemo.onelab.eu
secretName: intent-api-tls
rules:
- host: intent-api.nemo.onelab.eu

nttp:
paths:
- path: /
pathType: Prefix
backend:

service:
name: intent-api
port:
number: 80

Service:

service:
name: intent-api
port:
number: 80

must match the service attached te your Deployment manifest

annotations:
cert-manager.io/cluster-issver: "letsencrypt-production”

tls:
- hosts:
- intent-api.nemo.onelab.eu

secretName: intent-api-tls

automatically created certificates via cert-managen nt
ingressClassName: "nginx"

connects to the onelab ng\‘n‘gress oller

in"the Kubernetes orchestrated environment in OneLab. In NEMO, the Continuous
part of the pipeline is configured through the FLUX CD* which is a CNCF® adopted open-
ol that enables GitOps for managing the configuration of a Kubernetes cluster. In a GitOps
the desired state of the cluster is stored in a Git repository, and FLUX CD ensures that the
actual cluster state matches the desired state defined in the repository.

e)

4 https:/ffluxcd.io/
5 https://encf.iof
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Once the manifests are created and the component is verified that is working, the manifests must be
transferred to the FLUX CD repository. The repository is structured in folders as follows:

<cluster_name> / <kubernetes namespace> / <component_name> / <component_subcomponents>

Each component must be deployed into the respective folder that matched their Kubernetes assigned
namespace. Sub dependencies (e.g. postgres?, redis’ etc) can be also setup as Helm charts?.

To automate the process an ImageRepository & ImagePolicy Custom Resource Definition (CRD) mu
be committed alongside the component manifests as indicated by the following examples.

ImageRepository

apiVersion: image.toolkit.fluxcd.io/vlbetal
kind: ImageRepository
metadata:

name: intent-api

namespace: flux-system

spec:
image: nemometaos/intent-api
interval: 1m@s
secretRef:
name: nemo-regcred

ImagePaolicy

apiVersion: image.toolkit.fluxcd.io/vlbetal
kind: ImagePolicy
metadata:
name: intent-api
namespace: flux-system
spec:
imageRepositoryRef:
name: intent-api
filterTags:
extract: $version
pattern: *(?P<version>v?\d+\.\d+.\d+[a-zA-Z]%)

policy:
range: 'x'
age repository and policy configuration files
The proper names must be sel reside inside the flux-system namespace, and the appropriate

Nét, the Deployment manifest of the component must upsert the
fines the newly created docker image as indicated in the

image repository must b 0
following annot&'on the t
rectangular bayin Riguré bel ow.

6 https://www.postgresql.org/
" https.//redis.iof
8 https://helm/sh/
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apiVersion: apps/vl
kind: Deployment
metadata:
name: intent-api
namespace: nemo-svc
labels:
app: nemo
type: backend
deployment: intent-api
spec:
replicas: 3
strategy:
rollingUpdate:
maxUnavailable: 1 # for pod anti-affinity to work
type: RollingUpdate

selector:
matchLabels:
pod: intent-api
template:
metadata:

labels:
app: nemo
type: backend
pod: intent-api

spec:
imagePullSecrets:
- name: nemo-regcred
affinity:
podAntiAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
- labelSelector:
matchExpressions:
- key: pod
operator: In
values:
- intent-api
topologyKey: "kubernetes.io/hostname"
containers:

- name: django
[ image: nemometaos/intent-api:v@.1.1 # {"$i

rintent-api"}

After that, any ascending, né
pushed to the docker hub
to the repository W F

stersfor NEMO

ernetes clusters have been established to fulfil specific operational requirements. These

rimary cluster designated for development workloads, two supporting clustersincluding a

ight cluster deployed on Raspberry Pis® and finally the production cluster optimized for handling
iring Graphics Processing Unit (GPU) resources.

Each cluster consists of a series of nodes structured to ensure efficient operation. The master node is
responsible for core functionalities such as application scheduling, scaling, and overarching cluster

® https://www.raspberrypi.com/
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management. Worker nodes are dedi cated to executing tasks assigned by the master node, whichinclude
deploying containers and hosting applications. In a production environment, multiple worker nodes are
typically utilized to provide redundancy and enhance service availability, thereby ensuring robust and
uninterrupted operations. Additionally, each cluster is configured with aload balancer, which distributes
incoming network traffic across the nodes to ensure optimal resource utilization, fault tolerance, and
high availability of the services.

apiVersion: metallb.io/vibetal
kind: IPAddressPool
metadata:

name: default

namespace: metallb-system
spec:
addresses:
— 132.227:.122:2-132.227-.122.4
- 132.227.122.83-132.227..122.88

apiVersion: metallb.io/vilbetal
kind: L2Advertisement
metadata:

name: default

namespace: metallb-system
spec:

ipAddressPools:

- default

Figure 9: Example of MetalLB co

2.2.1.1 NEMO Dev cluster

The development cluster consists of one contri@l-plane n@de (k8smaster.onelab.eu) and five worker
nodes (k8sworker1-5.onelab.eu), all in a Réady S. ThelK ubernetes specified versions ranging from
v1.28.7 to v1.28.15.

NAME ROLES VERSION
k8smaster.onelab.eu control-plane v1.28.
k8sworkerl.onelab.eu worker v1.28.
k8sworker2.onelab. el worker v1.28.
k8sworker3.onelab.cu worker v1.28.

k8sworker4.onelab.eu worker vl1.28.
k8sworker5.onelab.eu worker vl1l.28.

Figure 10: Dev cluster nodes

‘ Specifications ‘ Public IP
" CPU: 8 CPU Cores
RAM: 16GB
k8smaster.onelab.eu Master 132.227.122.23

Storage: 140GB Ephemeral
OS-Image: Ubuntu 22.04.4LTS

10 https://metallb.universe.tf/
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Node name _Il\_lode Specifications Public IP
ype

Kernel Version: 5.15.0-116-generic
Container-runtime: containerd://1.6.28
CPU: 16 CPU Cores

RAM: 16GB

Worker | gtorage: 120GB Ephemeral + 150GB Ceph
k8sworkerl.onelab.eu | and . 132.227.122.
Storage OS-Image: Ubuntu 22.04.4LTS
Kernel Version: 5.15.0-116-generic
Container-runtime: containerd://1.6.28
CPU: 16 CPU Cores

RAM: 16GB

Worker | gtorage: 120GB Ephemeral + 150GB

k8sworker2.onelab.eu | and . 32.227.122.24
Storage OS-Image: Ubuntu 22.04.4 LT
Kernel Version: 5.15.0;116-gene
Container-runtime: co
CPU: 16 CPU Cores
Worker eral + 150GB Ceph
k8sworker3.onelab.eu | and 132.227.122.59
Storage
75.15.0-116-generic
ime: containerd://1.6.28
Cores
AM: 16GB
age: 120GB Ephemeral + 150GB Ceph
k8sworker4.onelab.eu 132.227.122.41

mage: Ubuntu 22.04.4LTS

ernel Version: 5.15.0-116-generic
Container-runtime: containerd://1.6.28
CPU: 16 CPU Cores
RAM: 16GB RAM
Storage: 120GB Ephemera + 150GB Ceph
k 5.orelab.eu | and _ g _ P P 132.227.122.47
Storage OS-image: Ubuntu 22.044LTS
Kernel Version: 5.15.0-116-generic

Container-runtime: containerd://1.6.28

Table 1: NEMO dev cluster (K8S)
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O

Figure 11: Dev cluster namespaces

ing 1 cluster

staging cluster (Staging 1) comprises one control-plane node (nemo-s1-master) and three worker
n nemo-sl-workerl, nemo-sl-worker2, and nemo-sl-worker3), all reporting a Ready status,
running Kubernetes versions v1.31.3 (control-plane) and v1.30.7 (workers).
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R

NAME
nemo-sl-master
nemo-sl-workerl

nemo-sl-worker?2
nemo-sl-worker3

Node Name _Il\_lode Specifications Public 1P
ype
S W

STATUS  ROLES
Ready control-plane
Ready worker
Ready worker
Ready worker

Figure 12: Staging 1 cluster nodes

VERSION
vl.31.3
v1.30.7
v1.30.7
v1.30.7

CPU: 8 CPU Cores
RAM: 16GB
Storage: 120GB Ephemeral + 150GB
nemo-sl-master Master .227.122.104
OSImage: Ubuntu 22.04.3LTS
Kernel Version: 5.15.0-78-gen
Container-runtime:
CPU: 16 CPU Cores
RAM: 16GB
Worker | gtorage: 120GB Ephemeral + 150GB Ceph
nemo-sl-workerl and 132.227.122.105
Wor rage: 120GB Ephemeral + 150GB Ceph
nemo-sl-worker2 and 132.227.122.106
age: Ubuntu 22.04.3LTS
2N nel Version: 5.15.0-78-generic
Container-runtime: containerd://1.7.12
CPU: 16 CPU Cores
RAM: 16GB
Worker | grorage: 120GB Ephemeral + 150GB Ceph
nemoss1-worker3 and _ 132.227.122.107
Storage OSImage: Ubuntu 22.04.3LTS
Kernel Version: 5.15.0-78-generic
Container-runtime: containerd://1.7.12
Table 2: Staging 1 cluster (K8S)
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NAME STATUS
cert-manager Active
default Active
ingress-nginx Active
kube-flannel Active

kube-node-lease Active
kube-public Active
kube-system Active
kubernetes-dashboard Active
metallb-system Active 8&d
rook-ceph Active 8d

Figure 13: Staging 1 cluster namespaces
2.2.1.3 Staging 2 cluster (K3S)

The Staging 2), deployed on Raspberry Pis 4, consists of onegagtrol -pl (nemo-k3s-master) and
two worker nodes (nemo-k3s-node-1 and nemo-k33—nod [ eady state and running
Kubernetes version v1.30.6+k3sl.

NAME STATUS  ROLES VERSION

nemo-k3s-master  Ready control-plane,master v1.30.6+k3s1
nemo-k3s-node-1  Ready worker v1.30.6+k3s1
nemo-k3s-node-2  Ready worker v1.30.6+k3s1

2 cluster nodes

I
Node name NEBE Specifications Public IP
Type a2

_

& | 3PY 4 CPU Cores
R,*.‘« : 8GB

Storage: 64GB External SSD
OSImage: Ubuntu 24.10
Kernel Version: 6.11.0-1004-raspi
Container-runtime: containerd://1.7.22-k3s1
CPU: 4 CPU Cores
RAM: 8GB
Worker | gorage: 1TB External SSD
3s-node-2 and _ 132.227.122.88
Storage OSImage: Ubuntu 24.10
Kernel Version: 6.11.0-1004-raspi

Container-runtime: containerd://1.7.22-k3s1

nemo-k3s-m 132.227.122.99
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Node name _Il\_lode Specifications Public IP
ype

CPU: 4 CPU Cores

RAM: 8GB

Worker | gror age: 64GB Externa SSD
nemo-k3s-node-3 and _ 132.227.122.91
Storage OSImage: Ubuntu 24.10

Kernel Version: 6.11.0-1004-raspi

Container-runtime: containerd://1.7.22-k3s1

Table 3: Staging 2 Cluster (K3S) .

NAME STATUS
1875c8d8-d599-4869-ba2c-f7c4d1421833  Active
cert-manager Active
default Active
falco Active
flux-system Active
kube-node-lease Active
kube-public Active
kube-system Active
metallb-system Active
nemo-kernel Active
nemo-ppef Active
nemo-sec Active
nemo-svc Active
nemo-workloads Active
open-cluster-management Active
open-cluster-management-dagent Active
open-cluster-management-agent-addon Active
reflector Active
rook-cepl Active

Figure 15: Staging 2 cluster namespaces

.48 Production cluster (K8S)
uction cluster includes one control -plane hode (nemo-prod-master), three worker nodes (nemo-
prod-workerl, nemo-prod-worker2, and nemo-prod-worker3), and one GPU-enabled worker node
(nemo-prod-gpu-worker), al in a Ready state and running Kubernetes version v1.30.7.
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Node Name _Il\_lode Specifications Public IP
ype

CPU: 4 CPU Cores
RAM: 8GB
Storage: 80GB Ephemeral

nemo-prod-master | Master 132.227.122.42
OSImage: Ubuntu 22.04.3LTS
Kernel Version: 5.15.0-78-generic
Container-runtime: containerd://1.7.12
CPU: 8 CPU Cores
RAM: 16GB
nemo-prod- Worker Storage: 250GB Ephemeral + 150GB Ceph
workerl and _ .227.122.43
Storage OSImage: Ubuntu 22.04.3LTS
Kernel Version: 5.15.0-78-generic
Container-runtime: containerd:/
CPU: 8 CPU Cores
RAM: 16GB
Worker | gtorage: 120GB Eph 150GB Ceph
nemo-prod- and Orage: phem 132.227.122.11
worker2 3
Storage
hemo-prod- ggrker 132.227.122.11
worker3 Storag Slmage: Ubuntu 22.042LTS 4
el Version: 5.15.0-78-generic
iner-runtime: containerd://1.7.12
U: 4 CPU Cores
RAM: 8GB
nemo-prod- J ker | Storage: 120GB Ephemerdl + 150GB Ceph | 132.227.122.11
worker Storage | OS!mage: Ubuntu 22.04.4 LTS S
Kernel Version: 5.15.0-78-generic
Container-runtime: containerd://1.7.12
Table 4: Production Cluster (k8S)
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NAME STATUS
cert-manager Active
default Active
ingress-nginx Active
kube-flannel Active
kube-node-lease Active

kube-public Active
kube-system Active
kubernetes-dashboard Active
metallb-system Active
rook-ceph Active

Figure 16: Production cluster namespaces

2.3 Integration & V&V Methodology & Plan

NEMO will follow an agile and incrementa approach of it grouped in 3 Phases, as
depicted in Figure 17.

Phase 1: Baseline (M1-M18). ProvidestheinitiaPNEM O Proof oncept. Phase 1 starts with system,
speC|f|cat|on of the meta-OS Archltecture an decompd§ition (WPl), design analysis, prototyping

Phase 2: Advance (M19-M30). All N
NEMO is expanded with new functionality

[ i networks and MANO systems will be realized and validated in
O Ver. B and Living Labs validation, along with new AloT

Living Labs). The outcome wi
applications and services

Phase 3: Mature‘MC%
testlng and ver from NEMO consortium but also from 3 parties selected via Open

L and preparing NEMO Ver. 1.0, vaidated in Living Labs. This phase

Figure 17: NEMO project phases and main meta-OS version releases

th._2 Advgnced NEMO platform & laboratory testing results. Page: 31 of 146
Initial version

Reference: D4.2 |Disseminqtion: |PU |Version: |1.0 Status: FINAL

Document name:




It should be underlined that each phase will follow an agile and incremental Continuous I ntegration/
Continuous Deployment/ Continuous Piloting (CI/CD/CP) approach, as explained in the previous
subsections. The proposed approach allows responding to developments in the state of the art and
emerging technology trends, as well asto continuoudly improve the results based on experimentation in
thefield.

2.3.1.1 NEMO Scenario-driven integration and verification
This section elaborates on the NEMO scenario-driven approach that is adopted by the project as t
foundation of the integration activities that resulted into the first' integrated NEMO platform.

The integration tests conducted are scenario-driven and each scenario covers a part of the i
workflow that are defined and described in section 4. The specified tests might be distifigish
bilateral, that is between component A and B, and/or system level cross-cutting ones.

The integration tests that are conducted follow the below presented structure. Fi
defined. For this, the Scenario template presented below is used to specify the p ular test. More

specifically, the Scenario template incorporates details that pertain to the gbje the tests, the
participating components, the requirements that are addressed, the features t ed, the stepsthat
are needed to be verified and finally the test setup which provides detais@gtheigiedration setting that
facilitates the test.

Then, the results are presented in detail as dictated by the stefSih ped in the scenario. Finally,
the Checklist template is applied describing the successful or ¢ ( c

specific integration scenario. The stemming resultsfor all the defiged workflows are presented in section
5, following the abovementioned structure Scenari Qg®

Objective

Components

Requirements &

alignment \

be

up
Steps

wnN

Figure 18: Integration testing — Scenario template
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Checklist for Test1l

Yes | No Comments

1 | Isaservicecreated? v
2 Isthe device registration completed successfully? v
3 | Isthedevice sending its data successfully? v

4 | Isthe datastored in Database / Registry? v
Figure 19: NEMO Integration testing - Checklist template (Example) K

2.4 NEMO Onel ab infrastructure deployments

The latest stable releases of the developed NEMO meta-OS compone
cluster asindicated in the following figures that depict the NEMO deg

READY RESTARTS STATUS Py I PU/R x AME

B o

pF
L d
L3
L3
°
[
L3
L3
°
°
[
L3
°
°
°
[
L3
L3
[

Figure 21: Kub&hetes-dashboard namespace

ure 22: |2SM namespace

" Figure 24: NEMO Kernel namespace

Figure 25: NEM O-net namespace
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Figure 26: NEMO-PPEF namespace O
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Figure 28: NEM O-svc namespace

loads’ specific namespace as indicated in the figure below.

Figure 29: NEM O-workloads namespace

MO Integrated Platform (Ver. 1)

The NEMO meta-OS platform concerns a composition of a big set of technical tools residing in every
functional layer of its architecture spanning from the infrastructure layer to the service management
layer of the platform.

Figure 30 below illustrates the functiona view of the NEMO meta-OS architecture which was
introduced in D1.2 [3]. The functiona view is segregated in three horizontal layers namely the
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Infrastructure Management layer, the NEMO Kernel and the NEMO Service Management layer,
including three NEMO cross-cutting functions (verticals) namely, the PPEF, the CFDRL and the
Cybersecurity & Federated Access Control.

QO

Figure 30: The NEMO high-level

The first integrated NEMO meta-OS platform materialized thi@ugh four scenario-driven integration
activities that aimed glue together thefirst stable of the NEMO technical ecosystem. Figure 31
depictsthe overview of thefirst integrated NEM® platformg The square rectangles denote the integrated
components.

The continuous lines indicate that the iv ents are fully integrated meaning that the
exposed interfaces, the respective d odgl§'and the provided functionality that is included in their
latest stabl e release has been tested in th
the participating modul es has been succ

Intent-based SDK/API

- A
2lugin & “olications ! " cycle Manager baset;ox;;\:mctgnbm\su&-

NEMO SERVICE
MANAGEMENT

meta-Orchestrator
— Cybersecure

nt-based Secure Intent-based Secure Mlqurc_)ls Tr;nges
Migration Execution Migration | Execution ol
Controller Environment Controller Environment

Federated Meta-Network
Cluster Controller Federated Meta-Network Cluster Controller

10T/5G & Resources Control 5G Edge/Core Network & Resources Management

* Reinforcement Learning

NEMO KERNEL

urity % Unified/Federated Access Control
ated P

§
E
©
[
5
:
S
[
]
k)
°
o
o3
7]
w
o
o

CybeA
Cybersecure Fed

INFRASTRUCTURE
MANAGEMENT

Tiny Edge / Far Edge Device Near Edge / Central Cloud

D Fully integrated

'-_. 1 Partially integrated

Figure 31: The 1st integrated version of NEMO meta-OS (high-level architecture view)
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One the other hand the dashed-line square rectangles indicate that the integration has been partialy
achieved. This means that for the particular components the integration within NEMO meta-OS has
been achieved either through integration tests that were conducted in the context of partners premises
or indicates that the integration was limited due to implementation activities that are currently ongoing.
The results of the integration tests that were executed in view of the first release of the NEMO meta-OS
are presented in detail in section 4 of the deliverable. The main goal of the current release is to
demongtrate a good level of system-level coherence, verifying its readiness for the final integrati
activities that will be performed to produce the fina version of the NEMO meta-OS.

25.1 Meta-OS functionality in NEMO v1

This section aims to provide an overview of the conducted integration activities ovi
functionality of the current development state of the NEMO meta-OS components for iona

layer of the NEMO meta-OS architecture.

25.1.1 NEMO Infrastructure Management

The mNCC isthe NEM O components that provides an abstraction layer of t ing infrastructure
; vity management

guaranteeing multi-cluster and multi-domain connectivity. The incorgl ivity adaptors that
provide for data trand ation between different network prot ' e L2S-M enables
dynamic creation and management of isolated virtual netw ithi -OS operator clusters, the
5G adaptor, supports deterministic communications through h 5G LAN solutions and
the SDN-based connectivity adaptor, supports network maf@gement. Finally, mNCC component

facilitates the monitoring of the communication een pods
collected data are communicated through RablitMQ.

ployed in each cluster’s nodes. The

Regarding integration activities, mNCC
integration activities with on premise
development updates of the compon

nctiondlity is currently being finalized and initia
een achieved and documented. The latest
in D2.3 [4] that will be submitted on M28.

2512 NEMOKernd

offered from the NEMO Kerne onents have been presented, demonstrated and documented in the
integration activities (section 4). More specificaly, the MO

ensuring efficient resource use, improved scalability, and continuous
igrations. The CMDT provides enhanced workload monitoring related
3l atform, which are being consumed through the RabbitM Q, by the NEMO meta-
, the SEE (Kubernetes cluster) which isasolution for creating secure execution
ica and dynamic services, ensuring robust, secure, and efficient operations, is
rated within NEMO meta-OS ecosystem. The NEMO user (workload provider) can
request through the Service Management layer asking for their services to be deployed in
is 1S indicated by the proper configuration of workloads’ intents.

NEMO Service Management

The NEMO Service Management layer components’ functional updates are presented in detail in section
3 of the present document. More specifically, section 3 provides insights on components’ architecture,
provided functionality offered by the respective modules, their communication interfaces and associated
datamodels, initia resultsand plansin view of the final version of the platform.
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The provided functionality from the NEMO Service Management layer components’ namely, IBMC,
MOCA, LCM and Intent-based API can be considered aimost completed. The final releases of these
components will be documented in D4.3 [1], due on M33, which will also describe the final integrated
version of the NEMO meta-OS.

25.1.4 NEMO Cross-cutting Functions

With reference to the crosscutting functions, Al is vertically present in the metaOS architecture. T
CFDRL component provides capacity of learning decision-making models capitalizing on the
collected by the NEM O meta-OS monitoring tool procedures offered by PPEF, CMDT and mNCC.SEhe
integration between the monitoring tools and CFDRL has been achieved alowing NEMO wor. d
cluster-level measurementsto be digested by the CFDRL through RabbitM Q. The Al-assisied i
making that concern the workload optimal deployment and migration processes will by d
view of thefinal version of the NEMO meta-OS, asit requiresthe verified integration @htRgpartic
components for these workflows which has been achieved in the framework of thisUgrs
documented in section 4. The learning procedure in CFDRL combines two gemp
paradigms. Federated Learning (FL) and Reinforcement Learning (RL). In
privacy preservation challenges introduced FREDY (Federated Resilience

considered as partially integrated.

Regarding Security in the NEMO meta-OSis built on the con
(NAC) dlows the implementation of a comprehensive

the perimeter, to external entities. NAC providegi&a common,secure APl gateway for al the requests that
are targeting NEMO meta-OS and offers on a set of modular criteria, which may
include identity management, catering f uthorization, and Accounting (AAA). The
NAC integration resultsin the context the NEM O meta-OS are presented in section
4.

The NEMO meta-OS communication |

communication and synchronization amon@”distributed systems and applications. It acts as an

intermediary, facilitating secur; %m exchange while offering essential capabilities like message
il

workload and clu$ter 1@uel. F
tools, the evaldgti en the collected measurements and the intents’ expectation targets and the
i

communicatio i orfiation within NEM O meta-OS (through RabbitM Q). The integration of the
PPEF within etarOS has been achieved and presented in section 4.4.
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3 NEMO Service Management Layer updates

This section reports the latest specifications and design options for the NEMO components of the
Service Management layer in the NEM O architecture. These components provide amiddleware between
core NEMO functionality and workloads, but also end users. They support ZeroOps principles and
expose interfaces to externa entities (services or users). Moreover, the supported services inclu
Lifecycle Management and DLT-based accountability of workload or infrastructure usage
collectively contribute to NEMO openness and adoption by third parties, referring to applicati o or
infrastructure owners, as well as developing entities.

3.1 Intent-based Migration Controller

3.1.1 Overview

TheIntent-based Migration Controller (IBMC) serves asakey component wit gl
it is designed to facilitate the migration of workloads across the 10T, Edge, @ %
employing intent-based networking concepts, the IBMC ensures effiéies 0
scalability, and continuous service availability during migrations. Thi
interpret and execute high-level migration intents, which su
complexities of the meta-OS environment effectively.

ecosystem,
il Continuum. By
g e use, improved
h'épables the IBMC to
y needed to manage the

3.1.2 Architecture

Figure 32 illustrates asimplified high-level archigg€ture of the co
View of the IBMC.

ibmc-controller: Is in charge of h
communication is performed by man
correct messages heeded for each migréti

Velero? Each Velero operation is defin
Definition (CRD) andisstored in etcd. Ve
custom resources to handle ba

onents underneath the Devel opment

compiinications with other components. This
itMQ! queues and reading/dedlivering the

om resource using a Kubernetes Custom Resource
includes controllers responsible for processing these

S3 Storage™®: Dedicate kups created by Velero, it’s a key element for the migration
process. The S3 lyck lo gfmain NEMO cluster and every other cluster has access to it to
alow the possi 'Iit>m‘\'evin backups from one cluster to another.

11 http://www.rabbitmg.com/
12 https://velero.iof
13 https://aws.amazon.com/s3/
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ibmc-controller

backup / restore

& v
- Backup
Velero Controller

S3 Bucket O

Figure 32: IBMC Simplified Architecture

Figure 33 shows a more complete architecture of the IBM this fi migration process of a
workload between two different clusters is represented, disp unication segquence since
the migration is triggered.

Restore
Message (3)

Restore Backup
Message (2) Completed (4) Cluster 2 %
| Y

ibmc-controller

Backup
Message (1)

restore
1

Bag(up Q

Controller

v

/ S3 Bucket

Figure 33: IBMC Complete Architecture
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3.1.3 Interaction with other NEMO components

Send intent containing the workload ID
and availability requirement (Step 1)

Workload Migration Sequence Diagram

_, Retreive workload information (Step2)

4

L Update workload status (Step 7)
_____________________ LR

pODE

If theworkload isaready d
The cluster availability wheret

Decide on deployment or migration action (Step 3)

Compare cluster availability value (Step 4)

Send migration message to IBMC (Step 5)

theintent. If X<Y, the workload m istriggered.

o
_|
=2
D
<
O
:
»
o
3
¢

7. The BM@ dot

workl
8. ThelB

clust

o] from the source cluster.

it has been deployed.

14 https.//min.io/

giiorkload backup (Step 6)

®p in target cluster (Step 7)

s currently deployed is compared to the one from

a message to the Intent-API updating the workload status, specifying the

Document name:

D4.2 Advanced NEMO platform & laboratory testing results.

Initial version

Page:

40 of 146

Reference:

D4.2 |Dissemination: IPU |Version: |1.0

Status:

FINAL




3.1.3.1 Meta-Orchestrator (MO)

The meta-Orchestrator (MO) plays a central role in the IBMC's workflow. When the MO receives a
migration intent, it makes a placement decision based on cluster availability. This decision is sent to the
IBMC and contains the target cluster for the migration.

3.1.3.2 Intent-Based API

The Intent-Based API stores all the information related to the workloads deployed. It is responsible of
creating and sending the intents that trigger the migration of aworkload.

When a migration is successfully completed, a message from the IBMC is sent to the Intent-B
to update the workload status, including the new cluster where it has been deployed.
<

3.1.4 Initia results

The sections below provide asummary of the results generated through the utilization of onent.

3.1.4.1 Standalone results

An initial test of the standalone IBMC component was conducted in the Ogélab ironment. The
experiment's setup included both OnelLab clusters (the main cluster and t with Velero
pre-installed and configured. Both clusters had access to the MinlO® j degloyed in the main
cluster. Additionally, aworkload was aready deployed in the main ¢l the preconditions.
To simulate a migration scenario, a migration trigger was S triggered the migration

process, moving the workload from the main cluster to the K PAR compl etion, the migration
oved from the main cluster.

3.1.4.2 Integration results
An end-to-end test was conducted involving th& Intent-B API, the Meta-Orchestrator and IBMC.

Theinitial conditions were the same of the grevi iment, with the same objective of migrating a
workload from the main cluster to the .
In this experiment, the process starts ntent-Based API posting an intent to RabbitMQ, which

is read by the Meta-Orchestrator. The
workload ID specified in the intent is alr
Meta-Orchestrator sends a requ ack to the Intent-Based API in order to retrieve the workload's
deployment status.

If the workload is already,
of that cluster to the o
the Meta-Orches I
to the cluster wiere

the workload 1@ i

uster, the Meta-Orchestrator compares the availability value
ntent. If the availability value of the current cluster is lower,

(workload 1D), the cluster where it is deployed and a new target cluster

meeting the & reguirements.

15 https://min.io/
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3.1.5 Conclusion and roadmap

The Intent-Based Migration Controller (IBMC) within the meta-OS framework represents a major leap
forward for the NEM O platform, enabling smooth workload migration acrossthe 10T -to-Edge-to-Cloud
continuum while sustaining a dynamic bal ance within the meta-OS environment.

Looking forward, the IBMC roadmap emphasi zes ongoing refinement and adaptation to meet emerging
needs and technol ogical advancementswithin the meta-OS landscape. Planned enhancements and future
directions are outlined to ensure the IBMC continues to lead in migration capabilities as the meta-
Operating System ecosystem evolves.

3.2 Plugin & Applications Lifecycle Manager

Overview The Plugin & Applications Lifecycle Manager (LCM) is aversatile mechanis 2
unified, just-in-time management of plugins and applications throughout the NEM O ecos erving
as the bridge between NEMO users and the ecosystem, the LCM enables seaml ( ent of
workloads, such as services, applications, and plugins, within the NEMO environ . 80'SUpports
over-the-air updates and bug fixes, ensuring the system remains up to date.

While workloads are running on the NEMO meta-OS, an event-driven
performance-related events. Additionally, a security controller overse
of detected anomalies, and implements mitigation measures against idef
user interface will integrate with other NEMO components,, i
MOCA and CMDT, to provide a comprehensive and cohes
include user profiles, workload management and monitori
analysistailored to the user'srole.

[ monitors critical
nts, notifies users
reats. The LCM’s

pnitoring, and historica

3.2.1 Architecture

The LCM comprises of a set of subcompon
Controller, Event-based Response, LCM

The LCM high-level architecture of
Figure 35.

namelyiithe LCM CD, LCM Controller, Security
M Dashboard.

a-OS is depicted in the development view diagram in

ad deploysworkloads in S3 bucket container.

NOD@

LCM Controller isacontrol
the NEM O ecosystem, offesi

and relevant

board serves as the gateway between end-users and the NEMO meta-OS ecosystem,
ileged users access to manage their workloads and monitor both performance and security.
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O

Figure 35: LCM Architecture

3.2.2 Lifecycle Manager

3221 LCMCD

LCM CD, which corresponds to LCM Continuo
ensuring that the state of applications in a Kubefhetes clugter matches the configurations stored in Git
repositories. Its key strength liesin the declarati to application definition, enabling usersto

e": self.application_name,

: self.gitlab repo_url,
t": self.helm chart_path,

3
}

url = f"{self.ARGOCD_URL}/ay

Figure 36: Plugin Deployment
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LCM CD is based on ArgoCD tool and provides features like automated synchronization, rollback
options, and support for multi-environment deployments. With its user-friendly web interface and
seamless Kubernetes integration, LCM CD simplifies the deployment lifecycle, enhancing
collaboration, traceability, and overal efficiency.

3.2.2.2 LCM Controller

The LCM Controller contains the logic of the LCM component and interacts with the intern
subcomponents aswell as the other NEMO components to retrieve information in real -time and f
user interface while stores meaningful information in the LCM storage for keeping the historical
and performance for further analysis. The LCM controller includes functions to subscribe an
data from relevant RabbitMQ channels, API endpoints to communicate with other co
functions to store and retrieve data from the storage repository. As the LCM Controlleg
the other NEM O components more details on functions and APIs used will be reporteghi

3.22.3 LCM Repository
LCM Repository uses Ela.'sticsealrch16 for storing, searching, and analysi ng

usage.

3.2.24 Security Controller

The Security Controller catersfor security monitori runtim arding NEMO workloads and alerts
his component aimsto complement
the security validation checks made before deloyment @ workloads into NEMO clusters, such as

scanning processes in the Continuous | W or in the images registries, as these
validation checks take place prior to th i ent and even block some deployments as a
result of failing the security Th€ Security Controller aims to identify security incidents
which take place at containers’ runtime fer either to events at the system call level or to

configurations.

Falco'” framework was select
through Security Control

deployed in Onel. ated in section 2.4
Falco continuods i the deployed containers and generates security auditing events that are
digested by t oCUk ntroller and are handled by the LCM. The Security Controller isresponsible

, geurity events and subsequently their mapping with deployed workloads that
corresp MO user.

3.2.2. CM Visualization

| zation is the main interface of NEMO project providing the necessary interfaces for each

O.uiser role to manage workloads and resources in NEMO meta-OS. The LCM visualizations aim

t de interfaces for seamless user experience with NEMO ecosystem available to experts and less
experienced users. The target is to provide the relevant information for workloads and resources
lifecycle, usage, and security in acompact format at different levels of detail (workload, resources, user,

16 https://elastic.co/
17 https://www.fal coframework.com/
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system). Indicative screenshots are presented in section 3.2.4 containing the initial results of the LCM
component based on the implementation and integration progress at the current phase.

3.2.3 Interaction with other NEMO components
The LCM component is deployed in the NEMO Onelab infrastructure, as shown in Figure 37.

NE =1 i F E

FTE ML =L L L=

The LCM interacts with Intent-based APl and MOCA components thr
consumes data from PPEF, CMDT and Security Controller through Rg
describes in more detail the functions and data models used
Figure 38 depicts the data model of the Intent-based API end
of the workloads.

APl endpoints and
nges. Thissection

alie used for the management

CET /wor kl oad/

{
name: string,
version: string,
}
PGOST / wor kI oad/
{

name: string,
version: string,
schema: {},

type: string 3
intents: Af
}

POST / wor kl oad/ upl o

ile (tgz helmchart),
ring,
n: string
}

POST / workl o3 enpl at e/
rel ease_ nane: string,
nanmespace: string,
val ues_override: {},
i ncl ude_crds: bool ean,
i s_upgr ade: bool ean,
no_hooks: bool ean,
i ngress_enabl ed: bool ean,
intents: [

{ .
I ntent _type,
service_start_tine,
service_end_ti ne,
targets: |
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target _nane,
target _condition,
target _val ue_range

}
]
}
]
}
GET /wor kl oad/ i nst ance/
{
instance_id: string
}

Figure 38: Intent-based APl workload management

Figure 39 presentsthe datamode of the Intent-based API endpoints which are used for th
of the intents.

GET /intent/
{
intent_id:string
}
POST /intent/tenpl ate/
{
instance_id: string,
intent_type: string,
service_start_tine: string,
service_end_tinme: string,
targets: |
target_nane: st
target _conditi
target _val
}
]
}

Figure 39:
Figure 40 presents the data model gf the MOCGA API for the resources provisioning.

CET /nmocal/cluster/retrieve

{
}
POST / nocal cl usfer / &G st e
{
st name: string,
cp nunber,
nmofy: nunber,
rage: nunber,
ailability: string,
green_energy: string,
cost: string,
cpu_base_rate: nunber,
menory_base_rate: nunber
}

Figure 40: MOCA Resource provisioning

Additionally, the LCM subscribes to RabbitMQ exchanges to retrieve real-time data from PPEF,
Security Controller and CMDT.

In summary, the retrieved information includes cluster usage metrics from PPEF (CPU, RAM, and
storage, etc.), security eventsidentified by the Security Controller (both system-wide and per workload),
and data from CMDT, which currently encompasses the number of workload replicas and network

Df1:2 Advqnced NEMO platform & laboratory testing results. Page: 46 of 146
Initial version

Reference: D4.2 IDissemincxiion: IPU |Version: |1.0 Status: final

Document name:




related information including workload’s response times. Finally, data consumed from RabbitMQ or
API endpoints are stored in LCM internal repository for historical overview and detailed analysis.

Figure 41 depicts functions to retrieve data to/from LCM Repository.
CET /cluster/{id}/data/
{

tinmestanp_from string,
timestanp_to: string,
cluster_id: string

}
CET /wor kl oad_i nstance/ {i d}/data
{
tinmestanp_from string,
timestanp_to: string,
wor kl oad_i d: string

}

CET /wor kl oad_security_events/{id}/data

{

timestanp_from string,
timestanp_to: string,

wor kl oad_i d: string

}
GET /wor kl oad_CMDT/ {i d}/ dat a

{
timestanp_from string,
timestanp_to: string,
wor kl oad_id: string

}

Figure 41: Searching LCM Repo!

3.2.4 Initia results

The LCM provides interfaces for different serviges such lugin Monitoring, Workload Monitoring,
Intent Management and Resour ce Provisi re 424¥ ustrates the homepage of LCM dashboard.

Plugin Menltering Intent Management Resource Provisioning
I:.Iu-f:ull ’ ) I'..Iu-f.aJIL - Default -

Figure 42: LCM Dashboard Homepage

itoring offersa Cl/CD processand lifecycle monitoring for NEM O plugins and applications.
, the user is able to deploy a plugin and manage already deployed plugins while monitoring
c lifecycle parameters like versioning and activity are also available.
The Workload Monitoring section includes functionality to manage workloads in their whole lifecycle,
from registering to Intent-based API to deployment and running several instances according to the user
role and credentials. More details on the LCM Ul available views are presented in Section 4 which
concerns the NEMO scenario-driven integration and verification results.
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3.2.5 Conclusion and roadmap

The achievements of LCM component, considering devel opments that are deployed in OnelL ab
environment, fully integrated in NEMO meta-OS include:

o Workload management and monitoring

e Resources provisioning and monitoring

e Plugin deployment and lifecycle management
e Security/vulnerability scanning and monitoring

monitoring workload and resource lifecycle. Thistool will consolidate information from vario

Towardsthe NEMO final version release, our goal isto deliver acomprehensive tool for managing@and
components into a streamlined format, ensuring a seamless experience for both expert 0&

users within the NEMO ecosystem.

3.3 Monetization and Consensus-based Accountability

3.3.1 Overview

MOCA creates a distributed, tamper-resistant blockchain b
verticalsto track provenance and enforce secure negotiation
smart contracts. The MOCA system provides the users with
platform. Their purpose is to reward the users
infrastructure or deploying their services and al them to acc
multi-tenant AloT-Edge-Cloud continuum. Theflisage of
accounting tasks allows for transparency immautability

different operators and
resources such asthrough
= the“accountability unit of the
to the platform by either providing
ate precommercial exploitation of
T-based smart contracts for computing the
the transactions.

spegifically Quorum) to perform the accounting actions
mmutability and traceability for all actions.
1cation platform; therefore, the users have role-based

e |t uses blockchain technol ogi
and to transmit the results. This
e It is integrated with NEMO’s Auth

capabilities.
e |t gives periodic but e reports of the users’ information, like their bill details and
the state of their stéFs, workloads).
e The accogpti n@k ito consideration the amount of the offered resources, the region
demang heWgfrastructure type to properly calculate the costs and rewards of each user.
332 Arch

MOCA comphises e following components:

erver that allows other components and users to retrieve information on the details
the registered resources (clusters and workloads) and the accounting events.
Decentralized Applications (DApps), which contain the accounting logic and store
formation like the IPFS links to the cluster configuration files and the NEMO resources’
nformation.
e The Smart Contracts component (private Quorum blockchain), where DApps are deployed,
and the transactions and calcul ations take place.
e AnIPFS network, where the cluster configuration files are stored. Like Quorum, IPFS offers
immutability to the data and detection of malicious attacks.
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Since the full description of the sub-components functionality is provided in deliverable D4.1, the basic
workflow will be presented, briefly. Figure 43 shows the sub-components that are part of the MOCA
component. The Event Server is the main communication interface with the rest of the MOCA
components which is responsible for handling (a) the requests for the cluster registration, (b) the
communication with the IPFS for storing the cluster configuration files and (c) the exposure of the
functionality of the DApps through REST API endpoints. The MOCA in periodic basis computes the
resource usage of the deployed workloads and the usability status of the registered clusters. These
periodic tasks communicate with the DApps and update appropriately the users’ information held by th
Event Server. A closer ingpection on the calculation details is delivered in Section 3.3.4 and a f
example of the workflow in Section 4.

ﬂOCA

\
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Figure 45: MOCA integration diagram

The following sections give a more thorough look on the MOCA API and the capabilitiesit o
Note: All the endpoints require to be authorized with the use of an authorization header %" dsa

token provided from the NEMO Access Control plugin, as shown in the demonstrati

Figure 46: M | authorization example

3331 MOCA API

This section presentst
I.nemo.onel

isexposed and is available in openAPI format (hitps://intent-
/). Figure 47, illustrates the relevant contents. The complete
OCA API (endpoints and data models) is described in detail in ANNEX
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https://intent-api.nemo.onelab.eu/moca/api/v1/swagger/
https://intent-api.nemo.onelab.eu/moca/api/v1/swagger/

3.3.4 Initia result
MOCA uses various smart contracts to p accounting of the NEMO platform. In first version
four contracts are supported gnamely (@ NemoTokenEstimation, (b) NemoFunds, (c)
InfrastructureOwnerModd and rviceProviderModel. In the following sections, a more thorough
analysis of their functionality Vi ted to better understand the cal culation mechanism.

3341 Regi onirCo
The contact Ngmo imation is responsible for supplying the costs for all the registered clusters
to NEMO. A clC % egorized by whether it isin high/low demand, and its usability statusin
terms of avaifable ces (CPU, RAM, Network bandwidth, etc.). The contract stores that
information a % for the retrieval of the details viathe MOCA Event Server with the use of the
/nemo eStimaifon_setup endpoint (Figure 48).

SOl
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08 onelab.eu %

/cluster/update/{id} cluster_update_update v i@
/cluster/update/{id} cluster_update_partial_update v -
nemo_token_estimation_setup ~

/nemo_token_estimation_setup nemo_token_estimation_setup_create ﬂ|

Parameters

Name Description
data * ™9 ;
arraylobject] Edit Value | Model
(body)

l
1
"region": “east-1",

“high_demand": true,
"high_demand_co 0.01,
"regional_gpy limi: . .
“regional_ram_Limit":
"region”: “west-1",

"high d

Parameter content type

application/json v

e

block nusber

fro

Figure 49: Logs of inserting cluster information
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Table 5 shows the details of the contract.

NenoTokenEst i nmati onSet upCont r act . sol

pragma solidity ~0.8.0;

contract NenobTokenEstimati onSetupContract {
address private _owner;

struct Regionlnfo {
bool isSet;
bool hi ghDenmand;
ui nt 256 hi ghDermandCost ;

ui nt 256 regi onal CpuCosts;
ui nt 256 regi onal MenoryCost s;
| &

mappi ng(string => Regionlnfo) public regional | nfoMappi ng;
nodi fier onlyOmer () {

require(msg. sender == _owner, "Caller is not owner!");
}
nodi fi er validateRegi onl nfo(

ui nt 256 _regi onLengt h,

ui nt 256 _hi ghDemandLengt h,

ui nt 256 _hi ghDemandCost ,

ui nt 256 _regi onal CpuCost sLengt h,

ui nt 256 _regi onal MenoryCost sLengt h
) |

require(

_regionLength == _high

_regionLength == _high
_regionLength

_regi onLeng
"I nput array le

. sénder ;

al i zeNenoTokenEst i mati onl nf o(
] menory _region,

ol [] menory _hi ghDenmand,

ui nt 256[] nenory _hi ghDenmandCost,

ui nt 256[] nenory _regi onal CpuCost s,

ui nt 256[] nenory _regi onal MenoryCost s

public
onl yOmner
val i dat eRegi onl nf o(
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_region.length,

_hi ghDemand. | engt h,

_hi ghDemandCost . | engt h,
_regi onal CpuCost s. | engt h,
_regi onal MenoryCosts. | ength

{
for (uint256 i = 0; i < _region.length; i++) {
regi onal | nfoMappi ng[ _region[i]] = Regionl nfo({
isSet: true,
hi ghDemand: _hi ghDemand[i ],
hi ghDemandCost: _hi ghDemandCost[i],
regi onal CpuCosts: _regional CpuCosts[i],
regi onal MenoryCosts: _regi onal MenoryCost s[i ]
1)
}
}

function i sRegionSet(string nmenmory _region) public viewreturns (
Regi onl nfo nenory info = regional | nfoMappi ng[ _regi on];
return info.isSet;

}

function getRegi onl nf o(
string menmory _region

) public view returns (bool, uint256, ui ui nt 25698 {
Regi onl nfo storage info = regional | f;Ff oMappi ng[ _regi on];
return (

i nfo. hi ghDemand,

i nfo. hi ghDemandCost ,

i nfo. regi onal CpuCost s,

i nfo. regi onal MenoryCost s

}
}
. o0 JPkenEstimation smart contract details
L 2

3342 Hand jons Of clusters and workflows
The NemoFunds€e is¥esponsible for keeping track of registered clusters and workflows, storing
and emitting t actions taking place and tracking the tokens available for every entity. When the

usage of a we 'S computed, the NemoFunds contract makes sure to appropriately change the
balanc nvolved (clusters, workloads, NEMO platform). Then, the changes become known
to the er though the use of events. Table 6 shows the details of the contract.

s. sol

solidity ~0.8.0;

contract NemoFunds {
address public owner;
ui nt 256 public nenoTot al Bal ance;
ui nt 256 public nenpActi onsCounter;
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ui nt 256 public nenpRate;

enum Transacti onType {
deposi t,
wi t hdr awal
}
struct NenoBal ancel nfo {
string custonerld;
ui nt 256 cust omer Tokens;
TransactionType transactionType;

mappi ng(ui nt 256 => NenoBal ancel nfo) public nenpbBal anceActi ons;
mappi ng(string => uint256) public custonersBal ance;
mappi ng(string => bool) public registeredCustoners; &
event Custoner Regi st ered(
string custonerld,
string custoner Type,
ui nt 256 bal ance,
ui nt 256 nenoBal anceActi onl d
)
event Deposit Tokens(
string custonerld,
ui nt 256 t okens,
ui nt 256 bal ance,
ui nt 256 nenoBal anceActi onl d
)
event Wt hdrawTokens(
string custonerld,
ui nt 256 t okens,
ui nt 256 bal ance,

ui nt 256 nenoBal ance

)
N

nodi fi er gonl y@awne

== owner, "Caller is not the owner");

requi

enoTot al Bal ance = 10000000000;
Acti onsCounter = 0;
nenoRate = 20000;

function isCustonerRegi stered(
string nmenory custonerld
) public view returns (bool) {
return registeredCustoners|custonerld];

D4.2 Advanced NEMO platform & laboratory testing results.

Initial version Page: 550f 146

Document name:

Reference: D4.2 IDisseminaﬁon: IPU |Version: |1.0 Status: final




function registerCustoner(
string menory customnerld,
string menory _identifier
) public {
require(
i sCust oner Regi st er ed(cust oner|d),
"The custoner is already registered!"

)

ifo(

keccak256(abi . encode(_identifier)) ==

keccak256(abi . encode(" Servi ceProvi der"))

) | &
regi sterServi ceProvi der (custonerld);

} elseif (

keccak256( abi . encode(_identifier)) ==
keccak256( abi . encode(" I nfrastructureOmner"))

regi sterlnfrastructureOaner (custonerld);

function registerServiceProvider(strin nory custonerfd) private {
regi st eredCust oner s cust oner | d]
cust oner sBal ance[ cust oner | d]
nenoBal anceAct i ons[ nenpAct j
custoner!ld: custonerld
cust oner Tokens: custoners
transacti onType: Transactio

s

. deposi t

emt Custoner

CUSLONE,
ervigce
c e[ custonerld],
i 0 unt er
)
ne i onsCount er ++;

f tion registerlnfrastructureOmer(string nenory custonerld) private {
regi st eredCust oners[custonerld] = true;
cust omer sBal ance[ cust omer | d] = 1000000000;
nenoBal anceAct i ons[ nenpActi onsCounter] = NenpBal ancel nf o({
custonerld: custonerld,
cust omer Tokens: cust omer sBal ance[ cust oner | d],
transacti onType: Transacti onType. deposit
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s

em t Cust oner Regi st er ed(
customerld,
"infrastructure",
cust onmer sBal ance[ cust oner | d],
nenpAct i onsCount er

)

nenpAct i onsCount er ++;

requi re(nenoTot al Bal ance > tokens, "NEMO is out of funds!!!");

nenoTot al Bal ance -= tokens;

function depositTokens(string menory custonerld, uint256 tokens) public { O

cust oner sBal ance[ custoner| d] += tokens;

nenoBal anceAct i ons[ nenpbActi onsCounter] = NenoBal ancel n
custonerld: customerld,
cust omer Tokens: cust onmer sBal ance[ cust oner | d
transactionType: TransactionType. deposit

1)

em t Deposit Tokens(
custonerld,
t okens,

cust onmer sBal ance[ cust o
nenpAct i onsCount er

)

nenpAct i onsCount er

ance[ custormer | d] > tokens,
is out of funds!!!"

st oner sBal ance[ custonerl d] -= tokens;

nenoTot al Bal ance += tokens;

nenoBal anceAct i ons[ nenpbActi onsCounter] = NenpBal ancel nf o({
custonerld: custonerld,
cust omer Tokens: cust onmer sBal ance[ cust onerid],
transactionType: TransactionType. deposit

ens(string nmenory custonerld, uint256 tokens) public {

1
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em t Wt hdrawTlTokens(
custoner | d,
t okens,
cust omer sBal ance[ cust onmer 1 d],
nenpAct i onsCount er

)

nenpAct i onsCount er ++;

function nenpPaynent (string nenory custonerld) public {
require(
cust onmer sBal ance[ custonerl d] > nenoRate,
"Customer is out of funds!!!" &
)

ui nt 256 nenoPaynent Fee = (custonersBal ance[ custonerld] * neno
10 ** §;

cust omer sBal ance[ custoner| d] -= nenpPaynent Feef
nenoTot al Bal ance += nenoPaynent Fee;

nenoBal anceAct i ons[ nenpAct i onsCount NenopBal ancel nf o({

custonerld: custonerld,
cust oner Tokens: cust oner anc
transactionType: Trans 1onT

s

em t WthdrawlTokens(
custonerld,
nenoPaynent Fee,
S C d],
ner@ct i Co r

)
ne Xer +4

cti ongget NenoBal ance() public view returns (uint256) {

cust oner

et urn nenoTot al Bal ance;

ncti on makeTransacti on(
string menory serviceld,
string menory clusterld,
ui nt 256 _t okens
) public {
wi t hdr awTokens(servi cel d, _tokens);
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deposi t Tokens(clusterld, _tokens);
nenmoPaynent (cl usterld);

Table 6. The NemoFunds smart contract details

3.34.3 Cluster provision

The contract InfrastructureOwnerModel is responsible for registering the clusters joining NEMO.
communicates with the NemoFunds contract to complete the registration. The process provides t
cluster with 10 tokens as an initialization sum. An example of the result of the registration of the cltster
from the blockchain’s side can be seen in Figure 50, where the transaction logs show the
registration of the cluster. The logs show that an event was emitted (the Customer Regist
inform the Event Server of the action. It should be noted here that all the arithmetic valug ed are

constant to avoid issues with any float numbers.

I nfrastruct ure%er b
pragma sol i digty *

stfing cluster_naneg;
ui nt 256 total Cpu;

ui nt 256 t ot al Menory;
ui nt 256 total D sk;
string ipfsLink;

18 https://soliditylang.org/
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string availability;
string green_energy;
string cost;

ui nt 256 cpu_base_rate;

ui nt 256 nenory_base_rate;

mappi ng(string => Infrastructurelnfo) infrastructurelnfo;

constructor (address _nenpFundsAddress) {
nenmoFunds = NenoFunds(_nenpFundsAddr ess);

function register(
string nmenmory clusterld, &

Infrastructurelnfo nenory info
) public {
require(
I nenoFunds. i sCust oner Regi st ered(cl usterld),
"The custoner is already registered!"

)

string menory _identifier = "InfrastructureOane
nenmoFunds. regi st er Custoner (clusterld, _identifie
infrastructurelnfo[clusterld] = Inffastructurelnfo(

cluster_nane: info.cluster_na
total Cpu: info.total Cpu,
total Menory: info.tota

total Di sk: info.total
i pfsLink: info.ipfsLink,
avail ability:

green_energy: |i
cost: info.cost

cpu_base_r se_rate,

menpry_ ry_base rate

1
}
functio tructurel nfo(

ry clusterld
blic
visew
returns (

string nenory,
ui nt 256,
ui nt 256,
ui nt 256,
string menory,
string nenory,
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string nmenory,
string nenory,
ui nt 256,
ui nt 256

require(
nenoFunds. i sCust oner Regi stered(cl usterld),
"The custoner is not registered!"

)

Infrastructurelnfo storage info = infrastructurelnfo[clusterld];

return (
i nfo.cluster_nane, K

i nfo.total Cpu,

i nfo.total Menory,
info.total D sk,

i nfo.ipfsLink,
info.availability,

i nfo.green_energy,

i nfo.cost,

i nfo.cpu_base_rate,
info. menory_base_rate

Table ructureOwnerModel smart contract

3.3.4.4 Workload provision and usage C

The ServiceProviderModel contragt.is respon
and calculating their impact o ster resources. It communicates with the NemoFunds contract to
compl ete the registration and thg pkenEstimation to retrieve the costs associated with the regions.
The registration process i :

Figure 51: Example of the transaction logs of the workload registration
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The main function of the contract isto calcul ate the tokens that will be charged to the workload for the
usage it made in a period, for example, 5 minutes. The next figures show the logs for the usage
calculation, and it will be explained how these reflect on the involved actors (clusters, running
workloads). Figure 52 shows how the balance of the workload was affected. In this simple example, for
its usage of the cluster resources, it was charged 0,00001 tokens.

Figure® of the transaction logs of the cluster reward

% rat@is rewarded to the NEM O account from the cluster’s balance to reward

Figure54 showstfeta
i for the services provided.

NEMO with a Siga

Figure 54: Example of the transaction logs of the NEMO fee paid by the cluster owner
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Finally, Figure 55 gives a detailed account on the computation details (how many resources were used
to justify the cost). In this example, the workload was charged 0,00001 tokens for utilizing 5,6
milliecycles of CPU and 0,235 MB RAM for a 5-minute time window that the metrics were collected.

The token calculations are examining the usage of the workload in question against the total resource
usage of the deployment cluster, in order to reflect the real-time pressure on the cluster. Additionaly, if
the workload has exceeded the base resource limitations of the region it is assigned to, then that will be
added to the total cost.

A more thorough example of how the workload usage calculation is performed end-to-end throu
MOCA will be presented in the next section.

3 of the workload usage fee

Figure 55: Example of the transaction logs of the calcul ati

Table 8 shows the details of the contract.

Ser vi ceProvi der Mbdel . sol

pragma solidity ~0.8.0;
import "./NenpTokenEsti mati onSet up
import "./NenoFunds. sol";

contract ServiceProvi der Model
NenpTokenEst i mat i onSet up act public nenbTokenEsti mati onSetup;
NenmoFunds public nenoF

address public own

event Servi ceConput eTokens(
string serviceld,
string clusterld,
ui nt 256 cpu,
ui nt 256 ram
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ui nt 256 tokens
)

mappi ng(string => string[]) public ServiceProvi der Wr kf | ows;
constructor(

address _nenoTokenEsti mati onSet upCont r act Addr ess,
address _nenpFundsAddr ess

) |
nenpTokenEsti mati onSet up = NenpTokenEsti mati onSet upContr act (
_nenoTokenEsti mat i onSet upCont r act Addr ess
)
nenmoFunds = NenoFunds(_nenpFundsAddr ess);
}

nodi fier checkRegistration(string nmenory serviceld) {
require(
I nenoFunds. i sCust oner Regi st ered(servi celd),
"The custoner is already registered!"
)

’

require(
nenpTokenEst i mati onSet up. i sRegi
"Data for region nust be bef
)

)

function register(

string menory servi

) public checkRegi ti 21 d) {

string nor, ide er vi ceProvi der";
er Custoner (serviceld, _identifier);
oredi ts(

nenoFunds. i sCust oner Regi stered(_netrics.clusterld),
"The cluster is not registered"

)

require(

nenoFunds. i sCust oner Regi stered(_netrics. serviceld),
"The service is not registered!"
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bool _hi ghDenand,
ui nt 256 _hi ghDemandCost ,
ui nt 256 _regi onal CpuCost s,
ui nt 256 _regi onal MenoryCost s
) = nenoTokenEsti mati onSet up. get Regi onl nfo(_netrics.region);

string menory _serviceld = _netrics. serviceld;
string nmenory _clusterld = _netrics.clusterld;
ui nt 256 _tokens = 0;

/1 CPU

ui nt 256 _cpuTokens;

ui nt 256 _cpuUsage = _netrics.cpuUsage * 10 ** 3;
ui nt 256 _maxCpuUsage = _netri cs. cl ust er CpuUsage;

/ | RAM

ui nt 256 _ranTokens;

ui nt 256 _ranlJsage = _netrics. nenoryUsage * 10 ** 3;
ui nt 256 _nmaxRanmJsage = _netrics. cl uster MenoryUsage;

if (_cpuUsage > _regional CpuCosts) {

_cpuTokens = (_cpuUsage / _maxCpuUsage) * 10 ;
} else {

_cpuTokens = 0;

}
if (_ranlsage > _regional ryCoss)
_ranTokens = (_ranUsag Ra ge) * 10 ** 8;
} else {
_ranfTokens = 0;
}
_tokens = _cpu ens;
if (ghig
}

enpFunds. nakeTransacti on(_serviceld, _clusterld, _tokens);

em t Servi ceConput eTokens(
_serviceld,
_clusterld,
_CpuUsage,
_ramJsage,
_tokens

)
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Table 8: The ServiceProviderModel smart contract

3.34.5 Accountability Service

In this section we present an example of how MOCA computes the tokens that will be charged for the
resource usage of the deployment cluster end-to-end. For this example, we will use aworkload deployed
in the NEMO OnelLab cluster (Figure 56).

echo-server-dd86f87f5-67b2h

eu/192.168.111.144

1:35 +0200
-echo-server

Thisworkload isfirgt registered though the Intent-Based APifang.i o the cluster through the
Meta Orchestrator. After the successful deployment an eve is in the NEMO RabbitMQ
which is consumed by MOCA. (Figure 57 shows for the Wug ! igure 56 that the Meta
Orchegtrator has sent the payload which informs o ccessf il deployment.) Then, MOCA registers
in the appropriate smart contract for the specifi ore details refer to section 3.3.4.4

workload provision and usage calculation) (
initialization tokens (Figure 59). The

d give the owner of the workload five
ent can also be viewed though the

"username":

“balance": 5,

"smart_contracts”: [
"NemoTokenEstimationSetupContract”,
"NemoFunds” ,
"InfrastructuredwnerModel",
"ServiceProviderModel”

B Download

Response headers

Figure 59: User info for workload owner after registration
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Request URL

https://intent-api.nemo.onelab. eu/moca/api/vl/accounting events

Server response

Code Details

200 Response body

¢678-3b88-47d0-b3ef-0dbfbb79ee19",
posit”,
06f303-2fe2-4534-911f-7d646936a3df",

"timestamp" -11-28T16:02:43.6793372"

B Download

Figure 60: Accounting event for workload registration

to be executed when the right conditions are triggered (for example the registration of
was examined before). The deployment of the contracts, at this point of the develo
with the help of the MOCA Helm chart available here®. Figure 61 shows the Kub

es jobs that are
e logs for the

1 Running
nemo-gquorum-no -dep nent-6cf74dbcfd-f 1 Running
nemo-quorum-no -dep -7 cf959-MWbnT¢ 1 Running

Figure 61

nemo-quorum-nodel-contracts-deployment)[5m

Figure 62: Logs of deployment of NemoFunds contracts

19 https://gitlab.eclipse.org/eclipse-research-labs/nemo-project/nemo-service-management/moneti zati on-and-

consensus-based-accountability/mocal-/tree/main/be-network ?ref _type=heads
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https://gitlab.eclipse.org/eclipse-research-labs/nemo-project/nemo-service-management/monetization-and-consensus-based-accountability/moca/-/tree/main/bc-network?ref_type=heads

In this example we are using the region “eu-west-/ " of the Onelab cluster, in which we are going to
register the region as high demand and charge a fee of 0.01 tokens and set the base utilization limit as
0.05417 milliseconds for the CPU and 0.2345 MBs for the memory. If these limits are exceeded, the
workload will be charged accordingly (more details on the costing mechanism can be found in section
3.3.4.4 workload provision and usage calculation). Figure 63 and Figure 64 show the successful
registration of the region to the blockchain though MOCA.

O 8 onelab.eu

nemo_token_estimation_setup ~
s /nemo_token_estimation_setup

Parameters

Name Description

data * required
arraylobject]
(body)

Edit Value | Model

[
(L
‘region”: "eu-west-1",
“high_demand”: true,
high_demand_cost”: ©.01,
"regional_gpy limit": 0.05417,
"regional_ram_limit": 8.2345|

Cancel

Parameter content type

application/json v

nelLab Cluster regional info

Request URL

Server response

Code Details

200
Undoc:

Undocunentea REsPense body

"Info successfully registered' irans ion hask Ubae9fd4d  cdldeSab98al50e64104b6bIcde54693528726d7682496d7263"
E Download

Jtomatic mechani sms that communi cate with the PPEF component to acquire the
he deployed workloadsin periodic intervals (e.g. 5 minutes). Figure 65 showsthe
hich has received from the appropriate smart contract the event with the calculation

Figure 65: MOCA logs of the DApps component calculating the resource usage of a NEM O workload

Querying the endpoint for the accounting events activity (Figure 66), as the workload owner, we notice
that the events hold information like the type of the transaction (deposit or withdraw), the workload 1D
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(customer_id), the tokens the workload was charged depending on its usage (tokens), the state of the
balance for the workload (balance), the ID of the accounting event asit isregistered in the smart contract
(balance_action_id) and the timestamp of the registration of the accounting event.

onelab.eu

Jaccounting_events' \

InR5cCIg0iAiS1dUTiwia21kIiAGICISWINAV3K2R ] RMcmx rHTUGY kw2QkpHd2dx TENGZK90Z j LCb1FZN11pS3BVING. ey 1eHAi 0] E3M2140TQ30DQs ImLhdCIEMT czMj gaNZUANCWian
=H 'X-CSRFTOKEN: sFMfSpSot11J1Xzug4@c70eEII21wIBL" B

Request URL

https://intent-api.nemo.onelab.eu/moca/api/vl/accounting_events

Server response

Code Details

1 ceuncr s Respanse body

-4e78-b547-04e27ch2c184",
303-2fe2-4534-911F -7d646936a3df ",
11-29T13:41:44.1732182"
8a-b362-4dea-bb16-f75c9bac35cc”,
draw,
306303-2fe2-4534-911f-7d646936a3df",
11-297T13:42:32.2305112"

45-6d7b-415f-860a-c532¢c4bf36ac”,
raw",
: "§306f303-2fe2-4534-911f-7d646936a3df",

E Download

Figure 66: The accounting events of tA@vorkload user

Querying the endpoint available for the user’s information, We can see that the balance has been updated

Request URL

https://intent-api.nemo.onelab.eu/moca/api/vl/nemo_user_info

Server response

Code Details

ecunenica Response body
{
“username":
"balance":
- _contracts™: [
oTokenEstimationSetupContract”,
oFunds”,
InfrastructurownerMode
"ServiceProviderModel"”
E. Download

Figure 67: Workload user information

The detéils ount of resources used and the tokens charged, are aso available through the
/mocalapi/vl/werkl oad_computations endpoint (Figure 68).
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Figure 68: Details of the workload computation events @

onelab.eu
Request URL

https://intent-api.nemo. onelab. eu/moca/api/vl/accounting_events

Server response

Code Details

200

Undecumented

Response body

“customer_
“tokens"

“balance .

“balance_action_id": o,

“timestamp": "2 -11-29T13:38:59.1790742"

“customer__
"tokens"

-11-29T13:42:32.1379647

b1-4698-a470-aa969a0:fh3",
“type":
“customer 22681b-35be-49b3-bE63 884e1661fc ",
"tokens" ,
"balance’ . E Download
“balance_action_id": 4,

Response headerst

Figure 69: Cluster owner accounting events

Details

200

Undocumented

Response body

t_contracts": [
moTokenEstimationSetupContract”,
moFunds”,

structureOwnerModel”,
rviceProviderModel”

B Download

Response headers
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Figure 70: Cluster owner user information

Now, we will examine the case of scaling up an aready deployed workload from one to three pods

Figure 71: Scaled up deployment

Sincethe deployment has been scaled up, its usage hasincreased, aswell asthetokensit will b

Figure 72 shows the logs of MOCA when receiving the token computation for the workl oad re

Figure 72: MOCA logs for scaled workload usage

compuitations before

Thelast two entriesin the/moca/api/vl/workload computations endpoint shQ ,
pcreased and, asaresult,

and after theworkload scale, respectively. Both the memory and the CPU have
the usage cost has adlight increase, aswell (Figure 73).

re 73: Comparison of workload usage results

verson eta-OS are summarized below.

h&integration with the Service Management Layer components as part of the 1% integrated
ersion of the NEMO meta-OS, namely the Intent-Based APl and PPEF

The development of MOCA to handle the different types of users and the calculations and

updates made in a private blockchain network.

The associated results were presented in this section verified the functional competence of the
component. Although majority of the required functionality and the corresponding integration with the
meta-OS platform has already been achieved, the final release of the MOCA component in view of the
final version of the NEMO meta-OS, concern the following activities:
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o Findization of the accounting approach used in the smart contracts, by enriching the
calculations.

e Provision of a management mechanism for adding, updating and deleting smart contracts via
API.

e Enhancements on the provided functionalities to further enrich the information available for the
NEMO users and their resources.

e Integration with thefinal version of the NEMO meta-OS.

3.4 Intent-based SDK/API

341 Overview
The NEMO Intent-based Application Programming Interface (IB-API) and Software Deyg

instances as APl objects, which can be queried and managed viaHTTP API
can be accessed programmatically by NEMO users, as well as graphical

3.4.2 Architecture
The Intent-based API follows a modular architecture for deli its m abilities;

¢ Intent-based management that is consistent for both n and’computing tasks

¢ Workload management and discovery

¢ NEMO functionalities exposure
Thefinal version of the architecture features a

The IB-API services delivering intent-b. orc
e NEMO Intent Manager
e NEMO Intent Validator

e NEMO Intent Collector
The IB-API servicesresponsible f@

workl anagement and ddlivery include:

cliding the workload documents

ionality exposure is directly offered through the Intent-based API Server,
| endpoints for the supported operations.
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Application /
AN AN AN Service / LCM Ul
S St - HService
NEMO NEMO NEMO
provider _consumer partner
Intent-based API Y
Y Y | create, get, I, MOCA
Intent-based API Server delete cluster

$ 1 1 AAA i

create, update, get, register, deploy,

deleia intent “mif}i user e notlfyi user |
¥

NEMO Intent Manager register, get intents NEMO Workload Manager | :
validate T ; . register, get vali!:late F:E ?u{;rircas
n intent report NEMO Registry |«— workloads
NEMO Intent e ,L __________ . NEMO Workload I
Validator Validator

NEMO Intent | | , workload#N /| deploy/migrate/
Collector ; document / ! terminate workload

intent fulfillment data
I

PPEF

Figure 74: Thefina | - API arcliliiecture

3.4.21 NEMO Intent Manager
Intent-driven Management has been int

ced [ or automating and adding intelligence into
[ systems is becoming too complex to dea with,
ased network management, present in 3G and 4G
, then, arisen to smplify network management and
ors having been alleviated from the burden of having
structure, their policies, etc. [7]. 3GPP [8] defines an intent as an

expression of the desired staté
words, an intent defines s.expectations in a declarative yet concise manner in order for it to be
understandable b)‘bot ines.

Adopting this appr we extend intent-driven management to both network and computing
hin the Intent-based API, the NEMO Intent Manager subcomponent
h for network and computing- lifecycle management within the NEMO
ponent provides backend logic for the management of the NEMO intents,

typically understandable by humans and also needs to be interpreted by the machine
ithout any ambiguity.

o It expresses in a declarative manner on the desired result (“what”) and not the way it will be
achieved (“how”). So, the intent includes metrics and target values, allowing alternative
optionsto achieve them.

e The expectations expressed by an intent is agnostic to the underlying system implementation,
technology and infrastructure.

Following TS 28.312, the NEMO Intent Manager subcomponent supports state management of the
intents as per their lifecycle, as defined in Figure 75, borrowed from [9].
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4 4 State transitions

Intent creation

Feasibility check

Check feasibility outcomes
Intent updated

4
R cooiin 1
5 6 :
FULFILLMENT . Fulfilment
T FAILED 5 6 . Intent suspended or evént
occurs during f en
DEGRADED 9 . Internt suspen li
. Fulfillme
1

10 10 10 0 10 10 Event

infeasible feasible

bk WN B

O o N

10. Int eletes

So far, five intents have been defined and integrated into th

Cloud continuum (network-oriented intent)
Deliver computing workload (computing-oriented int
Secure execution (computing-oriented i
Federated |earning (computing-orient

e Energy carbon efficiency (computi
Indicatively, the “Deliver computing wo

- idi 1
user _| abel : Del i ver Conput i ng\Wr kl oad

intent _preenption_capability SE'
observation_period: 60

i ntent _expectations:

-idr 1

expectati on_m: '
expectatio er El
expectati cts

MO WORKLOAD
stance: b6a77b9a-4ch2-41e9-953b- 0a0b569c8cdb
_selectivity: null

1
target _nane: cpuUsage
target _condition: IS _LESS THAN
target _val ue_range: '20'
target _contexts: []
-idr 2
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intent_report_reference:

target _nanme: ranlsage

target _condition: IS _LESS THAN

target _val ue_range: '200'

target _contexts: []
expectation_contexts: []

id: 1
intent _fulfilnent_report:
id: 1
intent _fulfilnent_info:
ful filment_status: FULFILLED
not _fulfilled state: COVPLI ANT

not _fulfilled_reasons: []
expectation_ful fil ment_results:
- expectation_fulfilnment_info:
ful filment_status: FULFILLED
not fulfilled state: COVPLI ANT
not _fulfilled_reasons: []
expectation_id: 1
target _fulfilnment_results:
- target: 1
target _achi eved_val ue: '0.307
target _ful filnent_info:
ful filment_status: FULFILLED
not _fulfilled_state: COWPLI ANT
not _fulfilled_reasons: []
- target: 2
target _achi eved_value: "1
target _ful fil nent_info:
ful filnment_status: FULFILL
not _fulfilled_state: COWVPLI
not _fulfilled_reag
intent _feasibility_check
id: 1
feasibili t&che
infeasihilit

3.4.2. N Intent VValidator

Intent Validator is performing a set of validation checks on intents that are newly defined
be updated. It interacts with the Intent Manager enhancing its provided functionality
ingvalidation checks which include:

o Schema validation: This process ensures that data conforms to a defined structure or format,
typically described in a schema. A schema acts as a blueprint, specifying the expected data
types, required fields, and constraints for a dataset. The schema used for intents follows 3GPP
TS28.312 V18.3.0 specification, so the component ensuresthat the required fields are provided,
within the acceptable value range, as well asin acceptable combinations (e.g. compatible target
names, intent types and expectation verbs). Schema validation is crucial for maintaining data
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integrity, preventing malformed or unexpected data from causing errors or security
vulnerabilities in applications. By enforcing these rules at an early stage, schema validation
hel ps streamline data processing and reduces the likelihood of runtime issues.

o Intent definition updates. There are fields in the defined intents that are allowed to be updated,
such as the period during which the intent will be active or the expectation target value range.
However, such updates are allowed before the intent is activated, i.e. for intent states
“FULFILMENTFAILED ”, “TERMINATED” and “ACKNOWLEDGED .

e Intent operations. Operations on intents can be performed, depending on both the desired int
action and the “NotFulfilledState ” value. Intent operationsinclude “RESUME”, “SUSPEND
“TERMINATE”, etc. The “Not_Fulfilled_State” field represents the state of the intent, w
isnot fulfilled. The attempted action must comply with the state transition schemain Eigur

type ram usage and/or cpu usage.
e Additional Feasibility checks: After intent validation, an asynchropeuls idation step is
performed in order to test the feasibility of theintent in question. Reasbns tORfalllre in this step
include“serviceStartTimes” & “serviceEndTimes” out of order and/of@ollisidhs with an already
exigting Intent for the given workload.

3.4.2.3 NEMO Intent Collector

The NEMO Intent Collector is a significant modality of t Pl which facilitates the
collection of the intent associated measurements governed by EF Component. More specificaly,
the NEMO Intent Collector receives as an input thedatent rel atefh measurements that correspond to the
expectation targets that have set by the NE user, as theyare reported from the PPEF. The
communication with the PPEF is achieved vi listener service that is provided by the
NEMO Intent Collector. Then the consumeghinfofati on isprocessed and structured asintent fulfillment

consumed by the NEMO Intent Man j€h updates the corresponding information in the NEMO
Registry.

d the governance of the NEM O workloads asiit is dictated by
the NEMO user. Sp EMO Workload Manager manages the processes for
registration/deregistrati

workflow exeg

Sithat are issued through the NEMO Workload Validator (its respective activities are
n 3.4.2.5). At the same time, the NEMO Workload Manager facilitates the update of
state in the NEMO registry and responds to workload queries. Once the workload request
the workload’s status changes to “onboarding” and subsequently it’s communicated

proeessfails, the workload statusis changing to rejected and the request isterminated. The MO executes
the requested action and dispatches back the result of the requested activity (acknowledgement
message). The NEMO Workload Manager updates the NEMO Registry accordingly.

Finally, the NEMO workload Manager supports automated provisioning, triggering authorization
requests (RBAC access) for the workload to Access Control component.
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3.4.25 NEMO Workload Validator

The NEMO Workload Validator’s offered functionaity, in the context of the NEMO Workload
Manager, is described above. This section shedslight into the specific validation teststhat are performed
by the module. The validation tests are listed below.

1. Hem chart structural validation. The uploaded .tgz helm chart that corresponds to the
workload upload request triggered by the NEMO user through LCM Ul or directly through
the Intent-based API ( invokes the /workload/upload/ endpoint; described in Annex B) is
validated by checking the existence of Chart.yaml, values.yaml, templates folder (wi
appropriate .tpl .yaml template files) alongside with the contents of Chart.yaml (mat
verson and naming scheme during the invocation of the /workload/ POST endpoint
addition, all the .yaml files pass a syntax check.

2. Helm chart template validation. The uploaded .tgz helm chart is extracted andgange
rendering phase of the templates with the default provided values.yaml. (by usifig Ste
helm template sub-command)

3. Docker image access validation. For every generated manifest (Dep t, “Siateful set,
DaemonSet) the container image of every mentioned image is tesig ess. Provided

imagePullSecrets are taken into consideration with addi s of type
kubernetes.io/dockerconfigjson or against well-known docl es (eg. NEMO
repository)

4. Ingresssupport validation. If the uploaded NEMO worklog tsingbess viathe Access
Control component, the validator checks for the of & netes Service with the

annotations described in the figure below.

Annotation Type Default valu Description

nemao.eufingress- Required
expose

Marks the service as exposable
via NEMO Ingress

nemo.eufingress- Optional the port of the The assosiated Service port
service-port ked above

nemo.eu/fingress-path Option: . Ingress path to expose

nemo.eu/ingress-path- Optional ImplementationSpecific” Ingress path type
type

3.4.3 Initid

The Intent-b | ed results stemming from the integration tests that are conducted in view
of the 1% int s0n of the NEMO framework are documented in section 4.

344 | d Roadmap

The implem ion of the core functionality that is offered by the Intent-based API in the context of
t intégrated NEMO framework is considered completed. The component was integrated with the

e NEMO Service Management Layer components namely, the MOCA, PPEF, LCM and the
ontrol. Moreover, the Intent-based APl demonstrated its integration with the NEMO Kernel
an MO supporting the workload deployment and migration process.

With respect to the next steps, the Intent-based API as part of the 1% integrated version of the NEMO
framework, will be deployed in NEMO pilots’ infrastructures and will be further validated through the

0 https://gitlab.eclipse.org/eclipse-research-1abs/nemo- project/nemo-service-management/intent-based-
sdk_api/intent-api#exposing-a-workl oad-document-instance-via-nemo
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NEMO pilots’ specific use cases and also via the integration with the NEMO OC1 offered meta-OS
extensions and OC2 provided NEMO services.

In view of the final version of the NEMO meta-OS framework, the Intent-based API aims to further
enhance its provided functionality where necessary (according also the feedback that will be gained
through the abovementioned activities) improving the quality of its provided services.

QO

O
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4 NEMO scenario-driven verification & results

The purpose of this section isto provide insights on the integration tests conducted in the framework of
the integration activities that materialized the 1% integrated version of the NEMO platform. NEMO
integration verification approach that is defined and adopted, as described in section 2.3, establishes the
foundation upon which the integration activities are conducted and documented. Emphasizing on cross-
cutting functions of the NEMO meta-OS, NEMO defined four (4) system-level integration scenari
that aim to illustrate the technica readiness of the NEMO developed components. These scenarios,
detailed below, define the context of the integration activities conducted for the realization of tAg 1%
integrated version of the NEMO meta-OS. The four (4) scenarios are the following:

*  NEMO cluster registration o
*  NEMO workload registration and provisioning
*  NEMO workload scheduling and orchestration

*  NEMO workload lifecycle management

on that, the resulting process diagram highlights the steps tié
each case. The scenario-driven process diagrams reflect the [ai@
was described in D1.3 [10]. Finally, the results that are collectéd
subsequently the summary checklist, presents the

4.1 NEMO Cluster registration

This section describes the NEMO Cl
workflow aims to provide technical ' e process that is followed alowing the NEMO partner
(infrastructure owner/provider) to acc eta-OS service management layer through either
via Intent-APl or LCM Ul and register a urce (infrastructure) to be utilized and governed by
the NEMO meta-OS. The associ sequence’diagram is presented in Figure 78.

\

or each of the steps are detailed and
onducted tests.
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NEMO Pariner
(cluster provider)

LCM Ul Intent-based API RabbitMQ “ Meta-Orchestrator
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| H H 1
| H H H
i H H H
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| H H

alt

. |
T |
| |
| H
| |
| ! :
| ! i
|
-Add cluster (U= -icluster/register/— H
Dispatch

dd cluster

request
L

s-|nitialize cluster request—

1
track request

Objective

Components

Features to
tested

411 Veification scenario

Test 1: NEMO Cluster registration

44— Provide cluster status updates+

I Visualiz
I
|

Figure 78: Process diagram for clusteg registratl

To verify the cluster u’% ocess in NEMO that facilitates the resource
provisioning triggeredby the Qgpartner (resource owner)

e LCM
e Intent-based

e T@gture that this scenario aims to test are the cluster registration process which is
n y the NEM O partner (cluster provider) throughthe LCM Ul & Intent-based API.
en, the newly registered cluster is added into the NEMO meta-OS ecosystem by the

. Theresults (status) of this process are then visualized to the user.

All the participating components were deployed in the NEMO meta-OS cloud/edge
infrastructure at OnelLab (dev cluster 1).

Cluster registration through the LCM Ul

Cluster registration through the Intent-based API (realized in MOCA)
Cluster registration message communication to MO

Cluster addition process by MO

Cluster status provisioning to RabbitMQ

Cluster status update visuaization in LCM Ul

ourwDdE
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412 Results
This section documents the process that is described in the scenario above step by step.

4.1.21 Cluster registration through the LCM Ul

The following figure (Figure 79) depicts the cluster table summary that the NEMO meta-OS governs.
Through this interface the user is able to overview some high-level information that describes each of
the provided infrastructures.

2 Clusters Table

Search...

Create Cluster

ID Name Endpoint CPUs Storage Memory ions

eb270dec-cf25-

4071-93c0- Test_002 2 8
b7c883864199

677eb2f0-12c6-

43a1-9b5a- Test_001 1 4
4bf382bdcc97

Figure 79: Cluster su iew on LG GUI

Figure 80, illustrates the form that corresponds t@the “creage cluster” button of the dashboard. Through
this form the NEMO user is able to add er desciiption and subsequently initiate the cluster
registration process. This form, once fi [ riggers the corresponding endpoint that is
provided through the MOCA API (se '

O Register Cluster

Availability % Green Energy % Cost

99.9% 60% high_performance  ~

CPU Base Rate (in ms) Memory Base Rate (in MBs)

10 1024

Figure 80: Cluster registration page on LCM GUI
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4.1.2.2 MOCA operationsfor cluster registration

When a new cluster comes for registration, the /moca/api/vl/cluster/register endpoint can be used
through the LCM UlI. Alternatively, as indicated in the process diagram above, the user can trigger the
associated endpoint directly from the Intent-based APl (Figure 81). For both of these cases, the cluster
registration request is executed via the MOCA API provided endpoint that is mentioned above.
The cluster provider needs to provide the specifications of the cluster that is to be added, like its name,
theresourcesit provides (CPUs, memory, disk), the availability percentage, the green energy percent
that reflects the amount of energy that used to power the cluster and comes from renewable
sources, its cost category and the associated costs for its available resources. Figure 81 showstthe
registration payload of a cluster named “k3s-onelab”. Figure 82 shows the response of the
registration to MOCA. The response is the cluster’s id. .

ister_create A ﬂ}

Cancel ‘

onelab.eu

i /cluster/register

Parameters

Name Description

data * reauired

object Edit Value  Model

(body)
"cluster_name": "k3s-onelab”,
G .0003,
"mer " 9.

Figure A Clugter registration demonstration

Request URL

https://intent-api.nemo.onelab.eu/moca/api/vl/cluster/registier

Server response

Code Details

20 Response body

“71c73¢52-7029-485a-au87-e9618¢. cd"

g Download

Figure 82: MOCA Cluster registration response

4.1.2.88 MOlster registration operation

receives anew request performs the necessary validation checks and sends the request to
M O Meta Orchestrator, through the NEMO RabbitMQ, in order to join the cluster with the
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the blockchain.

Figure 85: MOCA receives the Meta Orchestr onse

4.1.2.4 MOCA cluster registration to the bloc
To register the cI uster in the blockchal n, M OC es with the DA pps deployed, specifically
: section 3.3.4.3). Figure 86 shows MOCA

, receiving back the appropriate response (the
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MOCA, then, appropriately, updates the details of the cluster and the user. Figure 87 shows that the
status of the cluster has been updated, as well as the tokens provided to the cluster.

Request URL

https://intent-api.nemo.onelab.eu/moca/api/vl/cluster/retrieve/71c73c52-7029-485a-ad87-e9618c3814cd

Server response

Code Details

200

ndocumented

Response body

E P anload

Figure 87: Updated cluster details

acounting_events
jtialization tokens.
by a user. Here, the user
egistration reward tokens

Finally, Figure 88 shows that the cluster provider can view through thg
endpoint the event of the registration, and more specifically the depd
It should be noted that the balance field is the total amount ens
owns a number of resources. Every time a user registersan

will be added to hig’her total balance.

O

Figure 88: MOCA accounting event for cluster registration
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4.1.3 Veification summary checklist

Checklist for Cluster registration scenario

Yes | No Comments
1 Isthe cluster registered by the user through the LCM Ul v Success
Is the cluster registered through the Intent-based APl (realized in | «/ Success
MOCA)
3 | Istheregistration process communicated to the MOCA v Success
4 | Isthe MOCA validation check successfully executed? Vv Success
5 IsMOCA communicating successfully the request to MO? v Suc
6 Isthe MO provided functionality successfully executed? v cC
7 | Isthe cluster successfully added to the NEMO meta-OS? Vv
8 I sthe updated status communicated successfully to MOCA through | «/ cess
RabbitMQ?
9 | Isthe new cluster registered to the MOCA operated BC ccess
10 | Arethe new cluster details available through the MOCA A Success
11 | Aretheinformation visible to the LCM Ul ~ | The provisioning of the
accounting events to the
LCM Ul. Feature to be
available in the find
version.
12 | Isthe updated status visible to the Ouser? Vv Success
Table9: for cldter registration scenario

4.2 NEMO workload r, A.~ gtion, deployment & provisioning

alions. Thefirst onisthe NEMO workload registration process

and the second Qe il ‘
corresponding

gfkload deployment process. For both of these activities, the
s dictating the integration scenario that is followed are presented in
tively. The former describes the steps necessary for the workload
the latter the workload deployment and provisioning steps. The workload
8 facilitated by the Access Control isillustrated in Figure 91.
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‘ Intent-based API RabbitMQ CMDT

NEMO Consumer
(workload provider)
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i.

NEMO Consumer
(workload provider)
alt
I eploy Worldoad (U }I
I—Moruuad.v(idmsmplam—r
ility
Scanning
Validate

O

Dispatch
n workload—
request
—
Visualize
H Request scheduling—»
: Scheduling
| decision
,,,,,,,,,,,,,,,,,,,,
Deploy
Provide workload
i Protect APls
Figure 90: Process diagram for workload deployment (provisioning)
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% Workload Access Control
Provisioning
H

'
NEMO Clonsumer ;
(workload provider) :
i
-
I Make request to workload Ingress-
«4—Keycloak Plugin checks headers of request |
Check token
alt
Token is valid
I(------——————----------------—————---Cnnsumei is granted accesg= =« ==T7"TToosssssssssssssmssenoos
.............................................................................

Objective

Components

4.2.1 Veification scenario

\

Figure 91: Access control se

G based API
DbitMQ
\ EMO Workload deployment

LCM

Intent-based AP

CMDT

RabbitMQ

Meta-Orchestrator

CFDRL

NEMO Access Control

e NEMO Workload provisioning
0 Intent-based API

O O O O o o o
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Features to be
tested

Test setup

Steps

\

422 R
This

o Access Control

To verify the workload registration, deployment and provisioning processin NEMO, the following

features will be tested:

e Workload Registration
e  Workload Deployment
e  Workload Provisioning

The feature that this scenario aims to test are the workload registration process Whi
initiated by the NEM O consumer (workload provider) throughthe LCM Ul & | t
API. Then, the newly registered workload is requested to be deployed jinto the N
meta-OS ecosystem by the MO. Finaly the workload provisioning
which is facilitated by the Intent-based APl and the Access Con
results including the workload status are visualized to the user.

The associated components are deployed in OnelLab faciliti

cluster 2)

The stepsidentified in the associated sequence diagrams are |1

1. NEMO workload registration
a.  Workload registration by the NEMO

b. Execution of workload validiéiien procéss.ia

C. Noatification of the LCM Ul
2. NEMO workload deployment
Workload depl t by the

—“SQ@ o0 o

arkload provisioning
D Access Control workload setup

Performance resilience of Kong Plugin

n of the updated statusto the LCM Ul

MO user through the LCM GUI
in Intent-based API

=M O workload provisioning istriggered by the Intent-based API

O Access Control Keycloak plugin functionality

ts the process that is described in the scenario above step by step.

4 orkload registration through LCM GUI
lo

registration processis facilitated by the LCM component and its Ul as it’s described in

iond3.2.4. The LCM component utilizes the Intent-based API provided functionaity in order to
the NEMO user triggered operations for the workload registration process. Figure 92, presents

the form that corresponds to the workload registration and Figure 93 presents the list of the registered

workloads.

gered
onents. The

&c 1 & staging
®)
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QO

Figure 92: NEMO workload registration through

O Registered Workloads

Search...
L Workload Name Version Status Actions
89 NEMO_workload_#1 0.1 pending B ® § &
88 hello-worid accepted m ® §F N
87 NEMO_workload_#1 pending IO T H
86 nginx pending 3] [ -]
85 hello-world accepted BH O §F
84 echo-server I m O %
. - =0 1 u
82 0510 _ accepted D ® § N
. @ AN - SO
051 . m 0§ %
Items per page: 10 - 1-100f41 >

Figure 93: NEMO registered workloads

Intent ag t provides the privileged user with the interfaces to create and manage intents. Figure
create workload instance form.
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O

Figure 94: NEMO workload instance creation (workload d C hrough LCM Ul

The newly created NEMO workload instance is visible in th rkload inStances table in LCM Ul
(Figure 95).

95¥NEM O workload instances and their respective statusin LCM Ul

Figure 96: NEM O workload validation
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Finaly, the NEM O workload instance is deployed in the NEM O meta-OS platform as confirmed by the
acknowledgment message received by the MO. The workload |D matches with the onethat isvisiblein
the LCM Ul (Figure 97).

O

Figure 97: Workload deployment confirmation through RabbitM Q for the n oad instance

4.2.2.2 Meta-Orchestrator & Deployment Controller

The Meta-Orchestrator (MO) within its architecture has
Deployment Controller (DC). Thiscomponent h ion, processes workload deployment
configuration files, turnsthem into workloads’ inStances, and finalty deploysthose workloads’ instances
in a selected cluster. The Intent-based API sen e with the workload to be deployed by the
MO through RabbitMQ in JSON format, e message body created in the RabbitMQ
queue, (Figure 99). The MO then pro , decoding it to adapt the JSON into a data
structure within the programming | s for metadata like labels and namespaces in the
manifests and assigns defaultsiif they ar

O

al subcomponents, including the
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https:/fintent-api.nemo.onelab.eufapi/vi/workload/82/template/

Body

e the scenario starts.

me” . null

"d6153bc6-25e7-41F3-acl15-7bd519540a45"

"id

"intent_contexts"

ability": "FALSE"

60

>rComputingWorkload”

tatus

load_document_id"

Figure 99: JSON published in RabbitM Q to be consume by MO.
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PS C:\Projects\NEMO\deployment-controller\deployment-controller> k get pods k3s-onelab
MNAME READY  STATUS RESTARTS

external -dns-6449884664 -whpor 1/1 Running 1785 (11m ago)
ingress-nginx-controller-d49697d5f-df6jw  1/1 Running 1 (29d ago)

Figure 100: Target cluster without the workload.

In Figure 100, before the workload deployment we can check that any workload is aready deployed.
Once the MO triggers the workload deployment, we can see in Figure 101 the pods of the workload
“echo-server-integration24” deployed in the k3s-onelab as the target cluster chosen.

PS C:\Projects\NEMO\deployment-controller\deployment-controllers>
Awaiting messages...

Manifestiork ‘bf4c24eb-c263-4854-b886-51b915
Deployment info sent: {WorkloadID:bfdc24eb-c

ogs deployment-control Ler-S5dddc

64" applied successfully in namespace 'k3s-onelab’
854-b886-51b915d79264 Type:deployment TargetCluster:k3s-onelab Timestamp:28241265163481}

Figure 101: Deployment Controller log, receiving the workload petition and deploying it.

In pardle, the MO asks the CFDRL which cluster is best for deploying a wor
recommends a specific cluster in direct communication with the MO. The rec

PS C:\Projects\NBMO\deployment-controller\deployment-controllers k get po
NAME READY  STATUS IESTARTS
echo-se : . 68fb-cd? 1/1 Running 8
echo-server 8/1 Complete 8
: Running 1785 (27m ago)
Running 1 (29d ago)

I

L
"workload
"type”
"targetCluster’
“timestamp™:

4.2.2.3 Acc rovisioning

In deliv , the deployment and integration of the NEMO Access Control with the Intent-
b presented. For the integration part, we had developed an API that would recelve a
p ith the'necessary information to properly set the workload in the Access Control (set the Kong

tes and plugins). In this section, we will present the improvements made to the Access
olfworkload provisioning to better automate and simplify the workflow.
e initial creation of a workload, the Intent-based API offers the ability to choose whether to
deploy the workload with an Ingress or not. For this scenario, we will create a workload for a smple
NGINX?! server (Figure 104).

2L https://nginx.org/
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QO A hteps://intent-api.nemo.onelab.eu/api/vi/swagg

/workload/ workload_create ~ @&

List or Create a new workload document(s)

Parameters
Name Description
data *

Edit Value | Model

object

{
“name”: "nginx",
"version": "8.1.0",
"schema”: {},
"type": "chart",
"intents": [

1
“ingress_support": true

Figure 104: Create workload through Intent-based APl with Ingress support

When the workload is successfully created, the I ntent-based API produces an Ingr
annotations to integrate with the NEMO Access Control and enable the oAuth 2.

for the services and routes that will be created in the Access Contr )
konghg.com/http-forwarded etc), as well asthe plugins that will be appli deployment workload
(konghg.com/plugins).

nemo-sec
132.227.122.4

Path Backends

st.workloads.nemo.onelab.eu
/ nginx:80 (16.244.3.163:80
cert-manager.iofcluster er: letsencrypt-production
: test.workloads.nemo.onelab.eu
:_preserve
: keycloak-plugin
true
ttps
. false

:K9s -n nemo=Seéc v

f: nemo-onelab-admin-2 all Delete

. nemo-onelab-admin-2 nemo-sec Describe
nemo-onelab-admin-2-admin nemo-workloads Edit

: v0.27.3 4v0.32.7 nemo-svc Help

: v1.28.7 default YAML
12%

Kongplugins(
PLUGIN-TYP DISABLED CONFIG

keycloak-simple keycloak-simple
test test

Figure 106: The Onelab KongPlugin resources
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When the Ingress is successfully deployed to the cluster, the Access Control is automatically updated
with the specifications in the Ingress annotations. Figure 107 and Figure 108 show the Access Control
service that was created and its details, respectively.

Figure 107: Workload Access Control service

O @ 13222712223

Gateway Service: nemo-sec.nginx.80 ek (B
Configuration Routes Plugins
Configuration Format:  Structured v
1D 2e02b7d-aa99-5031-93d2-60a44a64714e [0
Name @ nemo-sec.nginx 80
Enabled @ Enabled
Last Updated Oct 31,2024, 4:13 PM
Created Oct 31,2024, 4:13 PM
Protocol @ http
Host @ nginx.nemo-sec.80.sve
Path @
Port @
Tags @ . emo-sec n

orkload Access Control service details

ow the Access Control route that was created and its details, respectively.
ltheTroute detail s, we can see that the name of the workload, its path and its Ingress
N registered successfully.

Figure 109 and &
In both the set
host name,ha

Figure 109: Workload Access Control route
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O & 132.227.122.23

Configuration Plugins

Configuration

D

Name @

Last Updated

Created

Gateway Service @

Tags @

Protocols @

Paths @

Hosts @

Finally, Figure 111, Figure 112 and Figure 113 present the oA

Route: nemo-sec.test-nginx-ingress.nginx.test.workloads.nemo.onelab.eu.80

21afcdBa-6405-5aec-af06-c8038d0263f9 (0

nemo-sec test-nginx-ingress.nginx testworkloads.nemo.onelab.eu.80

Dec 2, 2024, 6:37 PM

hitps.

test.workloads.nemo.onelab.eu

Figure 110: Workload Access Conitol route

% Workload oAuth2.0 plugin
’\Q

.0 plugin

Format:  Siructured

d its details.

Oct 31, 2024, 4:13 PM
nemo-sec.nginx 80
K P K K Kes-ui Jee0-42beb00... ki KBsio kB v
managed-by-ingress-controller
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O & 13222712223

& keycloak-plugin U i |
Configuration Format:  Structured v
1D baoff7c6-3f12-419¢-b67a-5cdffe0041d3 |0
Name keycloak-plugin
Instance Name -

Enabled Enabled

Last Updated Nov 11,2024, 4:14 PM

Created Oct 31, 2024, 4:13 PM

Consumer ID -

Route ID 21afcd8a-6405-5aec-af06-c8038d0263f9 [0
Service ID -

Protocols hitp  hitps

Tags managed-by-ingress-controller

Figure 112: Workload oAuth2.0 plugin detai

O

Figure 113: Workload oA uth2.0 plugin (cont'd)

MO Access Control has been configured properly, we can test how the access to the
rks. In order to access the protected resource, al the requests should provide an
tion header with a Bearer token from the NEMO Identity Management component. The
plugin is configured to test the provided token and, depending on its validity, deny or grant
access. In Figure 114, the request provides no authorization header, therefore the user is denied access.
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GET v https://test.workloads.nemo.cnelab.eu

Params Authorization Headers (8) Body Pre-request Script Tests Settings

Headers < 7 hidden

KEY VALUE |

Body Cookies Headers (6) Test Results

Pretty Raw Preview Visualize Text =
1 User authentication failed (401)
Figure 114: NEMO o0Auth2.0 plugin test &

In Figure 115, even if thetoken is provided, it could have expired, been t or come from an
unknown source. The plugin, again, denies access to the NGINX serv

GET ~ https://test.workloads.nemo.onelab.eu

Params Authorization Headers (8) Body Pre-request Script Tests Settings

Headers <« 7 hidden
KEY
authorization GeiOiJSUzZITNiIsINR5CCIgOiAiSIdUliwia2 [KIIABICI SWINhV3k2

Body Cookies Headers (6) TestResults

server (Figure
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GET ~  https://test.workloads.nemo.onelab.eu

Params Authorization Headers (8) Body Pre-request Script Tests Settings

Headers 7 hidden
KEY VALUE

authorization Bearer eyJhbGciQiJSUzIMNilsinRScCIgOiAiSIdUliwiaZ IKIAGICISWINNY 3k2

Body Cookies Headers (12) Test Results

Pretty Raw Preview Visualize HTML  ~ =
1 (! DOCTYPE himlp
2 <html>
3
4 <head>
<title>Welcome to nginx!</title>
6 <style>
7 html §
8 color-scheme: 1light dark;
9 i
10
11 body §
12 width: 35em;
13 margin: @ auto;
14 font-family: Tahoma, Verdana, Arial, sans-serif:
15 i

16 </style>

17 </head>

18

19 <body>

20 <hl>wWelcome to nginx!</hl>

21 <p>If you see this page, the nginx web server is succe nstalled and

22 working. Further configuration is required.</p>

The plugin, in order to reduce the time
request to connect to the NEMO Identity
perform the user token validation;

This decision has come from
introspection??. The outcol
several checks which
plugin response tifhe,

date the provided token, instead of usngan HTTP
t component, it connects directly to its database to

indicated that the Identity Management component performs
or the project use cases. These can add significantly to the

and client_id v,

ease the overall system performance and redundancy and avoid security risks
connecting to the Identity Management database, the latter has been configured
eplication (WAL). Under this framework, the plugin does not directly connect to the
ion of the database itself but, instead, it connects to a ready-only live replica
, the database user used by the plugin has been configured with restricted access to the
thét are strictly necessary for the token introspection.

now present the performance of the plugin when it directly connects to the database, versus
when it uses requests to perform the token validation. To conduct the performance tests, we are using

22

https://github.com/keycloak/keycloak/bl ob/83f8622d15d9a3559ee6d99a4¢c57033190a5392d/servi ces/src/main/javalorg/keycl
oak/protocol/oidc/endpoints/ Tokenl ntrospectionEndpoint.java#l 72
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Locust?, an open-source tool, which gives information on metrics, like the percentiles of the response
times, the number of requests, minimum, max and average request times. For both experiments we will
use the same setup parameters (Figure 117): (a) the max number of users will reach 20, the users will
increase every one second and (b) each experiment will last 5 minutes. Each request will be executed
randomly between the span of 1 and 5 seconds. Thefirst run will use theimplementation of the oAuth2.0
plugin that make a direct connection to the database (standard oAuth2.0 plugin), while in the second
one we will apply to the same Ingress the version of the plugin which makes requests to the Identity
Management API (simplified oAuth2.0 plugin).

Start new load test

https://test.workloads.nemo.onelab.eu

Advanced options

Figure 118 and Figure 119.pres areguest and response statistics of Locust for the standard plugin.
In the request statistics 4
times of the requests. e Co e two averages, we can see that the average request time of the
simplified plugiais dpproXimately four times larger than the standard implementation. The percentiles,
aso, in the r istics table, show that the simplified version has grester response times in
comparison.

23
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https://locust.io/

Locust Test Report

During: 12/3/2024, 4:37:26 PM - 12 4, 4:42:26 PM (5 minutes)
Target Host: https://test.workloads.n .onelab.eu
Script: locustfile.py

Request Statistics

Type Name # Reguests # Fails Average (ms) Min (ms) Max (ms) Average size (bytes) Failures/s

615

GET ! 1676 ] 71.67 58

Aggregated 1676 [ 71.67 58 58 615

Response Time Statistics

Method Name 50%ile (ms) 60% (ms) 70%ile (ms) 80%ile (ms) 90%ile (ms) 95%ile (ms) 99%ile (ms) 100%ile (ms)

GET ! 66 67 70 74 110 80 460

Aggregated 66 74 85 110 180 460

Locust Test Report

During: 12/3/2024, 4:45:36 PM - 12/3/2024, 4:50:35 PM (4 minutes and 59 seconds)
Target Host: https:/test.workloads.nemo.onelab.eu
Script: locustfile.py

Request Statistics

Type Name # Requests # Fails Average (ms) Min (ms) ax (ms) Average size (bytes) Failures/s

GET / 1501 0 273.84 154 1108 615

Aggregated 1501 0 54 54 1108 615

Response Time Statistics

Method Name 50%ile (n 60%ile ) 70%ile (ms) 80%ile (ms) 90%ile (ms) 95%ile (ms) 99%ile (ms) 100%ile (ms)

GET / 210 230 310 570 7 890 1100

ggregate 210 230 310 570 890 1100

Figure eg'Side by side the two runs. If we compare the response times, we can seethat in the
first rg¥, theahugin requires less time to stabilize the response times when the number of users have
the experiment. During the first execution the response times were aimost half of the second

the deviation of the 50th and 95th percentiles in the first run has a smaller deviation,
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O

Figure 120: Locust charts for the oAuth2.0 plugin implementati
4.2.3 Veification summary checklist

Checklist for Test2: NEMO workload registration, deploymiciit and provi<=ioniig

\/

Comments

1  NEMO workload registration by the NE v Success
LCM Ul

2 | NEMO workload registration through thél ntent-b: APl Success

3 Notification of the LCM Ul abol rkload «/ Success
registration

4  Execution of workload validatio v Success

5 | NEMO workload deployment by th MO user through +/ Success
LCM Ul

6 | Communication of t ment acknowledgement to  «/ Success
LCM Ul

7 Commu@cati of th v Success

8 v/ | Simulated step

9 v Success

10 v Success

11W, Visual¥zation of the updated status to the LCM Ul v Success

MO workload provisioning triggered by the Intent-based = «/ Success

API
NEMO Access Control workload setup process v Success

14 NEMO Access Control Keycloak plugin functionality «/ Success
executed

15 Performance resilience of the Kong Plugin v Success

Table 10: Checklist for workload registration, deployment and provisioning scenario
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4.3 NEMO workload migration

Thisintegration scenario aimsto illustrate the workload migration process. The processis facilitated by
the Intent-based API, the MO and the Intent-based Migration Controller (IBMC). Figure 121, depicts
the steps executed to complete the task.

Workload Migration Sequence Diagram

Send intent containing the workload 1D
and availability requirement (Step 1)

_ Retreive workload information (Step2)
-

Decide on deployment or migration action (Step 3)

Compare cluster availability value (Step 4)

Send migration message to IBMC (Step 5)
Q brikload p (Step 6)
~—

| I

L Update workload status (Step 7) I
__________________ T T T T T T T T T T T T T T T T T I

I

I

Objective isto validate the NEMO workload migration process.

Components

résato be | The NEMO workload migration process is triggered by the CFDRL component once its
inference states that it is preferable for the workload’s optimal operation to be moved from
cluster A to cluster B. Once the request is communicated to the Meta-Orchestrator
component then the workload migration is executed.

Test setup All the participating components were deployed in the NEM O meta-OS cloud/edge
infrastructure at OnelLab (dev cluster 1 and staging cluster 1).

Steps 1. Intent-API publishes aworkload intent with an availability requirement.
2. MO retrieves workload status from the Intent-API.
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3. If the workload is already deployed in any cluster, then a migration action is
triggered.

4. Check cluster availability.

5. MO sends a message to the IBMC containing the workload 1D and the target
cluster.

6. IBMC backs up the workload resources and uploads them MinlO.

7. IBMC restores the resources in the target cluster. After the resources get restored,
the workload is removed from the source cluster.

8. The IBMC sends a message to the Intent-API updating the workload statu
specifying the cluster where it has been deployed.

Table 11: Test 3 - NEMO workload migration

4.3.2 Results

The section below presents the steps that concern the execution of the workload migra m |
workflow.
4321 Stepl

@ chestrator:

Anintent is published by the Intent-Based APl in RabbitMQ and reaches thé

Awaiting message...

Received message:

intent_type: Availability

target_condition: IS_EQUAL_TO

target_value_range: 99.9

instance_id: 518ba8ca-386a-13:1-935b-13e939b77db6

4322 Step2& 3

The Meta-Orchestrator sends a query b
status. As shown in the following code sni
cluster, hence amigration action Wil take pl

{

" | du : 6,
"instance_i d"4
"wor kl oad_doc

t-Based API to retrieve ajson with the workload
e workload appearsto be already deployed in onel.ab

be verified in the oneLab cluster by executing kubect| get pods --context onel ab.
Thelist of pods shows the workload running:
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When kubect | describe pod migration-workload is executed, the workload 1D can be found in th

NAME
deployment—controller-5dddcbcbf8-qn58t
ibmc-599b9689dd—-vfns8

migration-workload
mo-api-db77c9lcl-zk9bqg
mo-cluster-mgm—agent-7545984d7-5j2ms
mo—metrics—5865U5cbd9-5qnn2
undeployment-controller—-5c8cl75ccc—72kvd
velero-68fccd5dc—fwvll

STATUS

Running
Runnina
Running
Running
Running
Running
Running
Running

Figure 123: Pods currently running in onelab

“labels” metadata:

4323 Stepd

The MO proceeds to check its inter
cluster. The availability value specifi
the workload is currently deployed. As

Name: migration-workload

Namespace: nemo—kernel

Priority: (0]

Service Account: default

Node: k8sworker5.onelab.eu/192.168.111.144
Start Time: Thu, 05 Dec 2024 15:07:21 +0100
Labels:

Annotations: k8s.vl.cni.cncf.io/network—-status:

[{

"name": "cbre",
Iletholl 0

"interface":
nipsn: [

"10.244.5.13"
1,

"mac": "aa:75:d8:66:b2:39",
"default": true,
ndnsn: {}r
"gateway": [
"10.244.5.1"

3]

Running

Figure 124:

Figure 125: Availability check

RESTARTS

(¢}
(27d aao)

(2d19h ago)

AGE
68m
u3d
108s
2d19h
2d18h
55d
20h
uud

nemo . eu/workload=a3177d01-863d-415b-a998-180c87113-5¢

e Figure 125, the availability of the OnelLab cluster
iswill trigger the migration of the workload to amore

4324 Step5& 6

The MO sends a message via RabbitM Q to the IBMC containing the source and target clusters for the
migration and the workload to be migrated. When the message reaches the IBM C, the migration process
begins with the backup of the workload’s resources, which is stored in the OneLab’ MinlO instance.
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Awaiting message...
Received a message:
sourceCluster: onelab
targetCluster: onelab-k3s
migrationAction: backup
workload: a3177d01-863d-U415b—a998-180c87113z50
Backup is still in progress. Waiting...

Backup completed succesfully

Awaiting message. ..
Figure 126: Migration message reaches source cluster’s IBMC instance

The backup status can be checked at any moment by executing velero get backup -n ne

NAME

STATUS ERRORS ~ WARNINGS  CREATED EXPIRES  STORAGE LOCATION  SELECTOR
onelab-backup28241265154728

Completed @ ] 2024-12-65 16:47:28 +0108 CET  29d default nemo . eu/workload=a3l77d91-86301115b-2998-180c87113250)

Figure 127: Backup status

Once the backup is completed, a message is sent to the target clust elté” continue with the
migration process.

4325 Step7

The IBMC instance running in the target cluster receives th
proceeds to restore the workload resources.

Awaiting message...
Received a message:
backupName: onelab—backup20241205144728
sourceCluster: onelab
targetCluster: onelab-k3s
migrationAction: restore
workload: a3177d01-263d-415b-a998-180c87113z50

the source cluster and

Restore is still in progress. Waiting...

If kubect! get pods -coffte is executed before the migration, it can be observed that the
workload doesn’t®xis

\ READY  STATUS RESTARTS AGE
bmc—b%c8cc886-2mn24 1/1 Running @ 28d

alero-"7554d57cdc-2g9bqg 1/1 Running © 29d
~~

Figure 129: k3s cluster status before migration

On;et estore’is completed, the workload is correctly deployed:

Figure 130: k3s cluster status after migration completion
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migration—-workload

nemo—kernel

0

default

nemo-k3s-node-1/132.227.122.88

Thu, 85 Dec 2024 16:47:52 +0100

nemo . eu/workload=a3177d01-863d-415b-a998-180c87113250

velero. io/backup—name=onelab-backup20241205154728

velero.io/restore—name=onelab-k3s-restore20241205154748
Annotations: k8s.vl.cni.cncf.io/network-status:

[{

"name": "cbre",

"interface": "etho",
n ipsll .

"10.244.5.48"
]

I
"mac": "5e:25:78:Ua:09:fe",
"default": true,
"dns": {},
"gateway": [
"10.244.5.1"

]

Running

Figure 131: Description of workload in k3s cluster

STATUS RESTARTS
deployment-controller-5dddcbcbf8-gn58t Running [¢]
ibmc-599b9689dd—hnkct Running 1 (76m =2go)
mo—api-db77c94cl—zk9bq Running (2d21h ago)
mo-cluster-mgm-agent—75U459+8U4d7-5j2ms Running [¢]
mo—metrics-586545cbd9-5qnn2 Running <]
undeployment—controller-5c8cl475ccc-72kvd Running
velero—68fccd5dc—fwvll i Q

Figure 132: OnelL ah after mid

4326 Step8

When the migration is successfully compl , amessageds sent to the Intent-Based APl updating the
workload status:

SourceCl uster: onel ab

Target Cl uster: onel k3s

Wor kl oadl D: a3177, d- 415b- a998- 180c87113z50
Status: migrated

L 2

N\
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4.3.3 Veification summary checklist

Checklist for Test3: NEMO workload migration

Yes | No Comments
1 | The CFDRL issuesthe workload migration request to the MO v Success
2 Intent-API publishes a workload intent with an availability | +/ Success
requirement.
3 | MO retrieves workload status from the Intent-API. v Success
4 | If theworkload isalready deployed in any cluster, then amigration | «/ Suc
action istriggered.
5 | Check cluster availability. v cess
6 | MO sendsamessage to the IBMC containing the workload ID and | «/ CCl
the target cluster.
7 IBMC backs up the workload resources and uploads them Minl O. ccess
8 IBMC restores the resources in the target cluster. Af Success
resources get resotred, the workload is removed from the
cluster.
9 | The IBMC sends a message to the Inten pdating Success
workload status, specifying the cluster where j'has been deploy
Table 12: Checkli orkload migration
4.4 NEMO workload lifecy ement

NEMO incorporates the concept of intent
execution and operation within theumeta-OS.
NEMO operations. Once the
and the NEM O workload instal

tent management processes are integrated by design in
orkload is registered by the NEMO user through the LCM Ul
ied thei ntentsthat define the required operation for the NEMO

NEMO workloadg’ d S
targets. The ab i measurements are collected by the PPEF component. The PPEF’s specific
functionality is @ ineletail in D3.2 [11]. In addition, complementary metrics about the network
characteristics of a workload are also collected viathe CMDT component.
ented in D2.3 [4] in full detail. The collected information is visualized through

yelvailable to the NEMO user (workload provider). This particular scenario concerns
forcement and notification of the NEM O user in case of apolicy breach (for an intent).
in the process diagram below, thisinformation is captured by the Intent-based API (which
the PPEF in advance) and is communicated to the LCM component.

rocess diagram

The process diagram presented below summarizes the NEMO workload lifecycle management that
concerns the workload monitoring and management of the asset by the NEMO user. The NEMO
components that provide cluster level and workload level measurements are included in the relevant
scenario. The collected information is communicated through the RabbitMQ and the Intent-based API
to the LCM Ul where they are visualized to the NEMO user.

D4.2 Advanced NEMO platform & laboratory testing results.
Initial version
Reference: D4.2 |Dissemincﬁon: |PU |Version: |1 .0 Status: final

Document name: Page: 109 of 146




,_
o]
=

Intent-based AP1 RabbitMQ

Meta-Orchestrator PRESS & Polley CMDT
Enforcement

Get intents for workload;

A

manitoring

A

Provide intent report:

e A PR

Matify violation
event

Visualize

perisist avent

Visualize

cluster
maonitoring

Intent-API

e PPEF
e CMDT
e RabbitMQ

Features to be | This integration scenario aims to validate the workload lifecycle management. The NEMO
tested workload intents and complementary measurements that concern the resources’ consumption and
the resulting performance and liveness of a workload are collected by the PPEF and the CMDT
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components. From there they are communicated through the RabbitMQ to the LCM Ul where there
are visualized to the NEMO user.

Test setup The associated components are deployed in OneL ab facilities at NEMO dev cluster 1
The CFDRL component which is undergoes its final stages of development.

Steps 1. The NEMO user accessesthe LCM Ul

2. NEMO workload monitoring collects metrics that correspond to the NEMO worklo
(PPEF)

The collected workload metrics are communicated to the Intent-API

The NEMO Cluster monitoring collects measurements that concern the NE
operated clusters (PPEF)

The collected cluster metrics are communicated to the RabbitMQ

NEMO workload complementary monitoring (CMDT)

The collected metrics are communicated to the Rabbit MQ

The LCM aggregates the collected metrics and visualize th t user
The PPEF report intent violations to the Intent-based API

wWoNoo AW

4.4.3 Results
This section documents the process that is described in the

4.4.3.1 NEMO workload monitoring— CMDT

The CMDT caollects network traffic characteristics and observ
through querying Kubernetes API, and Than etheus.
functionalitiesisavailablein D2.3 [4].

ubernetes pod history. This is done
re detailed description of CMDT

The Figure 134 illustrates how part of 4
network traffic characteristics, which

ned through Prometheus to gain insight into
y Linkerd?* service. Thefirst query concernspod’s
response rate per minute sorted by HT e (5xx server side error, 2xx success), the second
query provides the summary of maximu onse latency for 99%, 95%, 75%, and 50% of
connections, and thethird thei iNng request rate per minute.

\

% https://linkerd.io/
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9 Prometheus  Aler

{status_code="

{status_code="

{quanti

{quantile=

The CMDT instances then fuse data fro

pod summary message sent through R
pod labels and traffic measurementsii.

O

Resul

Execute

@ | Execute

onse rate per minute, and latency.

= @ | Execute

1
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824-11-15T12:24:477",

1
b

i
ure X
wori ng — PPEF
08ka0 s the workload monitoring associated results are presented.
@ intent
| ECis

e computing workload intent measurements (CPU and RAM) by querying the
ring tool (Thanos®). The detailed description of the PPEF architecture and provided

)
4432 NEMEw

In the followi
Computing

% https://thanos.io/
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EnergyEfficiency intent

The Figure 138 below depicts the Green Energy Consumptio
“demo-nginx” are consuming approximately 1,23 joules per se€

Figure 136: Workload — CPU usage

Figure 137: Workload - RAM usage

Figure 138: Workload - Energy consumption rate

fficiency shows that the service consumes 40k Joules for every second of
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Thanos - Query

@ Use local time & @ Enable Store Filtering @ Enable highlighting &

sum(rate(kepler container joules total{container namespace="nemo-workloads", pod name=~"demo-
nginx-b87758879-1j49x|demo-nginx-b87758879-mtz8k |demo-nginx-b87758879-zggxz"}[5m]))

/ Execute
sum(rate(container cpu user seconds total{namespace="nemo-workloads", name="", pod=~"demo-
nginx-b87758879-1j49x|demo-nginx-b87758879-mtz8k |demo-nginx-b87758879-zggxz"}[5m]))

o @ Force Tracing Engine = Prometheus v @ Analyze

Figure 139: Workload - Energy efficiency
Energy consumption
The Energy consumption of a particular workflow is depicted in Figure 140

Figure 140: Work{@ad - Energy@8onsumption

The Energy Efficiency intents provisionig@’in IRient-b. API is presented below. Here the NEMO
user can assign expectation targets for € Enexgy cy related expectations.

O
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GET ~  https:/fintent-api.nemo.onelab.eu/apifv1/intent/?not_fulfilled_state=COMPLIANT&not_fulfilled_state=DEGRADED

Params » Authorization Headers (8) Body Pre-request Script Tests Settings

Body Cookies Headers (11) TestResults

Pretty Raw Preview Visualize Text - =)
112 feasibility_check_type: FEASIBLE

113 infeasibility_reason: null

114 last_updated_time: "26824-07-10T12:22:22.676617Z"
115 intent_contexts: []

116 - id: 4

117 user_label: EnergyCarbonEfficiency

118 intent_preemption_capability: "FALSE"

119 observation_period: &8

120 intent_expectations:

121 - id: 4

122 expectation_id:

123 expectation_verb: ENSURE

124 expectation_object

125 id: 4

126 object_type: NEMO_WORKLOAD

127 object_instance: d3c90585-371b-42el1-9f31-cd340fcl26cl
128 context_selectivity: null

129 object_contexts: []

136 expectation_targets:

131 - id: 5

132 target_name: compEnergyEfficiency
133 target_condition: IS_GREATER_THAN
134 target_wvalue_range: "40800"

135 target_contexts: []

136 - id: &6

137 target_name: compEnergyConsumptio
138 target_condition: IS_LESS_THAN
139 target_wvalue_range: "908"

146 target_contexts: []

141 - id: 7

142 target_name: greenEn ate
143 target_condition: HAN
144 target_walue_ran

145 target_contexts:

146 expectation_contexts:

4433 NEMO Cluster

The Figure 142, Rigur below summarize the cluster level metrics that are collected
by the PPEF gom r CPU, RAM and Disk storage respectively and communicated to the
RabbitM Q.
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Thanos - Query

B Use local ime & B Enab
Q | sum (container memory working set bytes{id="/", cluster="1"}) / 1le9

v B Force Tracing Engine | Prom

Help
B Enable Store Filtering
nds_total{i , cluster="1"}[1Im])

v B Force Tracing Engine | Promef

Thanos - Query
B Use local ime @ W Enable Siore Filtering
Q, | sum(container fs usage by /ice= svld[a-z][1-9]s%",id="

@ Force Tracing Engine | Prom:

Figure 144: Cluster Disk usage

4434F C ricsto RabbitMQ
Fi i;?re belOW presents the cluster level metrics communication to the RabbitMQ from the PPEF

Loading .env environment variables.

cpu_usage”: "4406", "memory usage": "51.657",

Figure 145: cluster metrics published to RabbitMQ
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4.4.4 Veification summary checklist
Checklist for Test4: NEMO workload lifecycle management

Yes | No Comments
2 | NEMO workload monitoring collects metrics tha | <« Success
correspond to the NEM O workload (PPEF)
3 | The collected workload metrics are communicated to the | </ Success
Intent-API
4 | The NEMO Cluster monitoring collects measurements that | «/ Success
concern the NEMO meta-OS operated clusters (PPEF)
5 | The collected cluster metrics are communicated to the | «/ Suc
RabbitMQ
6 | NEMO workload complementary monitoring (CMDT) v
7 | The collected metrics are communicated to the Rabbit MQ | «/ cess
8 | The LCM aggregates the collected metrics and visuaize he LCM Ul view that
them to the NEM O user rresponds to this aspect
isunder development

Table 13: Checklist for Test:

O
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5 Conclusions

This deliverable provided insights on the scenario-driven integration activities that produced the first
integrated NEMO meta-OS. In addition, the NEMO meta-OS cloud/edge infrastructure established in
Onel ab facilities that supported the integration activities along with the CI/CD environment and
configuration was presented in detail.

Moreover, the NEMO meta-OS components that belong into the NEMO Service Management Lay
namely, the Intent-based API, the IBMC, the LCM and the MOCA were described presenting
provided functionalities, the updated architectures, the interfaces and data models and initial result

Finally, the document provided a comprehensive description of the integration steps that wer

NEMO meta-OS.
The verification results will feed enhancementsin the devel opment of the NEMO

as part of end-to-end scenarios that reflected the technical capacity of thefirst integrati OVOO

(@) onents

for the next integration cycle that will produce the final version of the NEM S platform and
will be documented in D4.3 “Advanced NEMO platform & laboratory testi version”.
Q\Q 2
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/ Annex A — MOCA API & data models

The MOCA APl swagger page (OpenApi) is online available in this location (https://intent-
api.nemo.onel ab.eu/mocalapi/vl/swagger/)

7.1 MOCA Datamodels

MOCA alows for the exposure of the cluster registration process, as well as management of resour
and accounting details. This section will provide the APl documentation and the data models use

MOCA.

Attribute Datatype Description

id
type String Thetype of the a
customer_id String Theid of the
tokens number
balance number
L 1d to retrieve the accounting event
balance_action_id Integer from the blockchain
timestamp Strin
Table 144 ountingBvents Data M odel

id Stéival Theid of the Cluster
. The name of the Cluster that will be
cluster_name String
deployed

cpus Integer The number of CPUs of the Cluster
Integer The RAM of the Cluster in GB
Integer The disk storage of the Cluster in GB
Strin The percentage of time that the cluster
9 is up (99.9%, 99%, 90%)
The percentage of RES powering the
String cluster.

(0%,20%,40%,60%,80%,100%)
The cost type of acluster (low cost,

cost String high performance)
The CPU cost of the cluster by the CPU
cpu_base_rate number capacity of the cluster (in milliseconds)
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The memory cost of the cluster by the

memory_base rate number memory capacity of the cluster (in
MBs)
timestamp String
balance number The NEMO tokens of the cluster

Table 15: MOCA ClusterResources Data M odel

Attribute
cluster_resources

Datatype
String

Description
Theid of the ClusterResolfes, §

status

Array

timestamp

String

Table 16: MOCA ClusterState Data M odel

Attribute Datatype

L escri tion

id String d of the workload
duster name Strin e cluster the workload
- 9 is deployed to
Status Strin e status of the deployment of the
Cluster
couS m The number of CPUs of the
P Application
memory ber The RAM of the Applicationin MB
storage n The space of the volumein GB
timestamp String
balance umber The NEMO tokens of the workload
user nteger Theid of the Workload User

Table 17: MOCA Workload Data M odel

Datatype

Description

uste String Theid of the ClusterState
' . The CID of the Cluster config stored
' nk_cid String in IPES
ipfs_link String Thelink to retrieve the Cluster config
timestamp String

Table 18: MOCA IPFS Handler Data M odel
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Attribute | Datatype ‘ Description
id String
user_id String Theid of the user
workload id String Theid of _the Workload the
computation took place for
cluster_id String Theid of the cluster
cpu String The cpu used by the workload
ram Array The ram used by the wor
tokens Arr The NEMO tokens that
&y to the wor
timestamp String

Attribute

Table 19: MOCA WorkloadComputeTokensEvents Data

Datatype

I' escription

username String ser’s username
balance number The balance of the user
Ihe names of the smart contracts
smart_contracts Array related to 2 user

Table 20: MQEPA U

tCol

ts Data Model

Attribute ; Description
region Strivg
high_demand Boolean
high_demand_cost mber

Data Model

‘ Schema Type

400 Provided dataisinvalid or malformed

401 Invalid credentials

403 Invalid permissions
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201 The accounting events of a user Object AccountingEvents

Table 22: GET Accounting Events responses

7.2.2 DELETE /cluster/delete/{id}

Delete acluster based onitsID (DELETE).
Responses
HTTP Code Description

The cluster has been deleted
400 Provided data is invalid or
malformed
401 Invalid credentias
403 Invalid permissions

Table 23: DELETE Cluster responses

Parameters
Attribute

Parameter Type Description
The cluster id

Table 24: DEL

7.2.3 POST /cluster/register

Register acluster in NEMO meta-OS (POSI
Parameters
Attribute Parameter 1ype Description Required

cluster_name W J The cluster name
cpus he cluster # of |True integer
cpus
The cluster # of | True float
memory
storage The cluster total | True float
storage capacity
body The cluster | True string
availability %
ergy body The cluster RES|True string
powered %
cost body The cost category | True string
of the cluster
cpu_base body The cpu base cost| True float
for the cluster
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memory_base rate | body The memory base| True float
cost for the cluster

Table 25: REGISTER cluster parameters

HTTP Code Description Schema Type Data Model ‘

400 Provided dataisinvalid or malformed

401 Invalid credentials

403 Invalid permissions

406 The smart contract rolled back (declined) the transaction
201 The Cluster ID

Table 26: POST Cluster responses

7.2.4 GET /cluster/retrieve

Retrieve all the clusters’ details related to a user (GET).
Parameters
Attribute Parameter Type Description Required Datatype

id

cluster_name body True string
cpus body True integer
memory body True float
storage body True float
availability body True string
green_energy body The cluster RES powered % True string
cost body he cost category of the cluster True string
cpu_base b e cpu base cost for the cluster True float

memory_base r&e_

The memory base cost for the cluster | True float
Timestamp False string

Table 27: GET cluster parameters

Respui 3es
T N: \Emcription—m
The details of al records
Provided dataisinvalid or malformed
401 Invalid credentials
403 Invalid permissions

ClusterResources

Table 28: GET Clusters responses
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7.25 GET /cluster/retrieve/{id}

Retrieve a cluster’s details related to a user (GET).

Parameters

Attribute Parameter Type Description Required Datatype

The cluster id

Table 29: GET Cluster with ID parameters

Responses
HTTP Code  Description SchemaType Dva Mo~

The details of selected records
400 Provided dataisinvalid or malformed
401 Invalid credentials
403 Invalid permissions

Table 30: GET Cluster with D ré

7.2.6 PUT, PATCH /cluster/update/{ id}

Update a cluster’s attributes (PUT, PATCH).
Parameters
Attribute | Parameter Type  Desc. ntior Required |Datatype
id  [path -~ |True

data body ' atributes True UpdateClusterResources

: PUT, PATCH Cluster parameters

Responses
HTTP De ripuon Data Model

UpdateClusterResources

Invalid credentials
Invalid permissions

The smart contract rolled back (declined) the
transaction

Table 32: PUT, PATCH Cluster responses
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7.2.7 POST /nemo_token_estimation_setup

Setup the region costs for that will be used in the workload usage cal culation (POST).

Responses
HTTP Description SchemaType DataMode
Code

The generated transaction hash TransactionHast
400 Provided dataisinvalid or malformed
401 Invalid credentias
403 Invalid permissions
406 The smart contract rolled back (declined) the
transaction

Table 33: POST Region Costs responses
7.2.8 GET /nemo_token setup_retrieve/{ region}

Retrieve the information on the region costs (GET).

Parameters
Attribute Parameter Type ‘ Descr' ption Required Datatype

Schema Data Model
Type
NemoTokenSetupRetrieveRegion

Table 35: GET Region Costs responses
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7.29 GET /nemo_user_info
Retrieve the information of alogged in user (GET).

Responses
HTTP Code

Description

Schema Type

Data M odel

201 The information of the user Object NemoUserinfo
400 Provided dataisinvalid or malformed

401 Invalid credentials

403 Invalid permissions

Table 36: GET user information responses

7.2.10 GET /workload/retrieve

Responses

HTTP Code

Retrieve all the details of the workloads related to a user (GET).

Description
The details of al records

Sch e @Tvp\'i

Data M odel
Workload

400 Provided dataisinvalid or malformed
401 Invalid credentials
403 Invalid permissions

7.211 GET /workload/retrieve/{i

Parameters
Attribute

Retrieve the detail s of aworkloadds

Parameter Tvpc

Description

The workload id

Datatype

Responses

HTTP Code

Description
The details of al records

Table 38: GET workoad's details parameters

Schema Type

Workload

Provided dataisinvalid or maformed

Invalid credentials

Invalid permissions

Table 39: GET workload’s details responses
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7.2.12 GET /workload_computations/{id}

Retrieve all the events of aworkload that show its resource usage details (GET).
Parameters

Attribute Parameter Type Description Datatype
id path The workload id True string

Table 40: GET workload computation details parameters

Responses

HTTP Code | Description Schema Type| Data Model
The details of al records

400 Provided dataisinvalid or maformed
401 Invalid credentials
403 Invalid permissions
Table 41: GET workload computation Ses

O

D4.2 Advanced NEMO platform & laboratory testing results.
Initial version
Reference: D4.2 |Dissemination: [PU [Version: [1.0 [status: [final

Document name: Page: 129 of 146




8 Annex B - Intent-based APl & data models

8.1 NEMO Intent-based API

The Intent-based API Server allows for exposure of NEMO functionalities, as well as management of
intents and workloads. The APl isavailable online at hitps:.//intent-api.nemo.onel ab.eu/api/v1/swagger/.

8.2 Intent-API data models

Attribute

‘ Datatype Description ‘ Comments

String
password String
token String
Table 42: Datamodel description: AuthToken
Attribute Datatype Description ‘ Comments

cluster_name The name of the cluster résaufce

cpus Integer The number

memory Integer
storage

Attribute |Datatype |D$cri ptic
link_id :
ipfs_link

Attribute

The ID of the cluster
The name of the cluster resource
The number of the CPUs

The RAM of the cluster in GB
The storage of the cluster in GB
The endpoint of the Cluster

ipfs Clusterlpfs

Table 45: Datamodel description: Cluster
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https://intent-api.nemo.onelab.eu/api/v1/swagger/

Attribute | Datatype ‘ Description

id Integer
context_attribute String
context_condition String
context_value range String

Table 46: Datamodel description: Context

Attribute Datatype Description

id Integer
object_type String
object_instance String
context_selectivity String
object_contexts Array

Table 47: Data model desciipti

Attribute
id
target_name
target_condition
target_value range
target_contexts

Array

model description: ExpectationTarget

Attribute Datatype Description

Integer
A unique identifier of the
String intentExpectation within the
intent
String
ExpectationObject
expectation_targets Array
expectation_contexts Array

Table 49: Datamodel description: IntentExpectation
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Attribute | Datatype ‘ Description

id Integer

user_label String ':ss ;r?:rblgl flna?% of(?;]g [ nt:?:.r
intent_preemption_capability String

observation_period Integer In seconds
intent_expectations Array

intent_report_reference String

intent_contexts Array

Table 50: Datamodel description: Intent

Attribute
context_attribute
context_condition String

Datatype Description
String

context_value_range String

AN
Table 51: Datamodel description: @”

Attribute Datatype ‘ Descript on

ribes the expectation object type which
be supported by a specific intent handling
nction of MnS producer.

object_type Stri

object_instance

How to select among the sated
expectationContexts

context_selectivity String

object_contexts ay

amibdel description: ExpectationObject!nput

Attribute Datatype Description
String

String
String

Array

Table 53: Data model description: ExpectationTargetl nput

Attribute | Datatype ‘ Description

L . A unique identifier of the
expectation_id String intentExpectation within the intent
expectation_verb String
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expectation_object ExpectationObjectlnput
expectation_targets Array
expectation_contexts Array

Table 54: Datamodel description: IntentExpectationlnput

Attribute Datatype Description

user label Stin A user-friendly (and user assign
- 9 name of the intent.

context_selectivity String :_:l?evxtc:tgntéﬁsd among t

intent_preemption_capability String

observation_period Integer In seconds

intent_expectations Array

intent_contexts Array

Table 55: Data model description: Intentl npyti

Attribute
Intentl nput

Table 56: Data model dg

Attribute

Attribute ‘ Description
target_name

target_conditiong,
target_value |

Table 58: Data model description: TargetTemplate

Comments

| Datatype | Description

NEMO Workload instance ID ‘uuid'
String Intent userLabels
‘Sewief start_time String Optional 'date-time’
service_end_time String Optional 'date-time
targets Array Expectation targets
instance id String NEMO Workload instance ID ‘uuid'

Table 59: Data model description: IntentTemplate
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Attribute
action String

Datatype

Description
Action to perform

Table 60: Datamodel description: IntentActionlnput

Attribute | Datatype
target_id Integer
target_value range String

| Description

Table 61: Data model description: IntentTargetUpdate

Description

Attribute

Integer

username String

/_only.
email String ‘email’
first_name String
last_name String

Table 62: Datarg

Attribute Datatype | De Cription Comments
id Integer
name String The maintai ners name (required)
emall The maintainers email (optiona) | 'email’
url A _urI for the maintainer i

(optional)
chart

63: Dala model description: WorkloadDocumentChartM aintainer

’ Datatype Description
nam String The name of the chart
String A SemVer 2 version string
. The repository URL or dias ("repo-name")
y String (optional)
A yaml path that resol vesto a bool ean, used for
condition String enabling/disabling charts (e.0.
subchart1.enabled) (optional)
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ta0s Arr Tags can be used to group charts for
& &y enabling/disabling together
, ImportValues holds the mapping of source
mport_values Array values to parent key to be imported.
dias Strin Aliasto be used for the chart. Useful when you
d have to add the same chart multiple times
chart Integer

Attribute

Table 64: Datamodel description: WorkloadDocumentChartDependency

Datatype

Description

id Integer

container_registries Object The mapped container regisit
manifests Array The default generated

values Object The chart default va
resource_mappings Object

memory_requests Integer

memory_limits Integer

Cpu_requests Integer

cpu_limits Integer

id

Table 65: Datamodel descripti@n:

Attribute Datatype
Integer

maintainers Array

dependencies Array

metadata Workload hartM etadata

. . . The chat APl version

guverson o J (required)
The name of the chart
(required)

g A SemVer 2 version string

A SemVer range of compatible

String

Kubernetes versions (optional)

A single-sentence description

String of this project (optional)
String Thetype of the chart (optional)
A list of keywords about this
keywords Array project (optional)
. The URL of this projects home|, .,
home String . uri
page (optional)
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sources

Array

A list of URLSs to source code
for this project (optional)

icon

String

A URL to an SVG or PNG

image to be used as an icon|'uri’

(optional)

app_version

String

The version of the app that this
contains (optional). Needn't be
SemVer. Quotes
recommended.

deprecated

Boolean

Whether  this chat is
deprecated (optional, boolean)

annotations

Object

A list of annotations keyed by
name (optional)

Attribute

Table 66: Data model description: WorkloadDocumentChart

id
user User
chart WorkloadDocumentChart
created String 'date-time
modified String 'date-time
name String The workload document name
version String SemVer 2 version string
schema Object The document schema
intents Array List of supported intents
type String The workload document type
status String The workload document status
ingress support | Bo Q; Whether the Wor!d oad document

N can be exposed viaNEMO

| If the workload document is
enabled
ing Rejection reason

Datatype

Integer

Description

Table 67: Datamodel description: WorkloadDocumentList

String The workload document status
user Integer The NEMO user
name String The workload document name
version String A SemVer 2 version string
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schema Object The document schema

type String The workload document type

intents Array List of supported intents

ingress_support |Boolean | Whether the workload document can be exposed viaNEMO

Table 68: Datamodel description: WorkloadDocumentCreate

Attribute Datatype |Description Comments

id Integer

type String Lifecycle event type Y
deployment_cluster String The NEMO deployment cluster ‘
migration_from_cluster String The NEMO migration from cluster

migration_to_cluster String The NEMO migration to cluster

timestamp String The timestamp of the lifecycle date-time'

Table 69: Datamodel description: WorkloadDocumentL ifg

Attribute Datatype | Description

Comments

id
lifecycle_events Array
created String 'date-time
modified String 'date-time’
instance id String NE document instance identifier |'uuid'
release name String The ment instance release name
status String The wol ocument instance status
lifecycle metadata |Array he |ifecycle metadata associated with the instance
cluster_name String ﬁ MO cluster name that the instance residesin
ingress_enabled an WAdHEtHEr the instance should be exposed viaNEMO

| nGPEss metadata

The workload document

able

Attril e | Datatype

70: Datamodel description: WorkloadDocumentInstance

‘ Description

m String The workload document name
?'ﬁ String A SemVer 2 version string
SChea Object The document schema
type String The workload document type
status String The workload document status
user Integer The NEMO user
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intents Array List of supported intents
ingress_support |Boolean | Whether the workload document can be exposed via NEMO

Table 71: Datamodel description: WorkloadDocumentUpdate

Attribute Datatype Description
release_name String The release name
values override Object values.yaml override
include_crds Boolean Include CRDS
iS_upgrade Boolean If its upgrade
namespace String Namespace to associate with
no_hooks Boolean No hooks flag
ingress_enabled Boolean Expose workload instance via NE
cluster_name String Target cluster override

Table 72: Datamodel description: WorkloadDocumentT

8.3 Intent-based APl endpoints

8.3.1 POST /api/vl/auth/login/ '
Create a new auth token for the user (POST)
Pe ameters

Attribute Parameter Type ) De. |pt|éh Required Datatype

True AuthToken

jietion token parameters

Data Model
AuthToken

Description Schema Type Data Model
204 No Content
401 Invalid credentias
403 Forbidden from performing this action
404 Resource not found
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Table 75: POST cluster registration responses
Parameters

Attribute Parameter Type Description Required Datatype

data body True ClusterRegister

Table 76: POST cluster registration parameters

8.3.4 GET /api/vl/cluster/retrieve/
Retrieve cluster details from MOCA component (GET)

HTTP Code Description Schema Type Dat= Mooe

Created
400 Provided dataisinvalid or malformed
401 Invalid credentias
403 Forbidden from performing this action
404 Resource not found

Table 77: GET cluster retrieve rgsponses

8.3.5 GET /api/vl/cluster/retrievel{id}/
Retrieve asingle cluster details from MOCA component (GET)

HTTP Code Description Schema Type

Object list

400 Provided datais invé
401 Invalid credentials

Parameters
Attribute ‘ Description Datatype

Schema Type Data Model

Object list
400 Provided dataisinvalid or malformed
401 Invalid credentias
403 Forbidden from performing this action
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Q

Resource not found

Table 80: GET/POST intent responses
Parameters

Attribute Parameter Type  Description Required Datatype
user_label query user_label False String
object_instance query object_instance False String
fulfilment_status query fulfilment_status False String
not_fulfilled_state | query not_fulfilled state |False String
intent_id query intent_id False String

data body True IntentinpltAtt

Table 81: GET/POST intent parameters

Responses
HTTP Code Description Schema Type
Object list

Table 82: GET/POST intent r

8.3.7 POST /api/vl/intent/template/
Creates an Intent with the given template (PO!

Description Data Model

HTTP Code
201 v Object IntentOutput
400 alformed
401
403 ing this action
404

Schema Type

Table 83: POST create intent responses

Attribute Parar ieter Type Description Required Datatype

data IntentTemplate
Table 84: POST create intent parameters
.8 JGET /api/vl/intent/types/

Li e valid intent types (GET)

HTTP Code  Description Schema Type Data Model

201 Object IntentOutput
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400 Provided dataisinvalid or maformed
401 Invalid credentials
403 Forbidden from performing this action
404 Resource not found

Table 85: GET intent types responses

8.3.9 PUT /api/vl/intent/{id}/action/
Perform an action to a given Intent (PUT)

Responses
HTTP Code Description Data Mode

Parameters

Attribute Parameter Type Description Required Doatype

path
data body

8.3.10 PUT /api/vl/intent/{id} /target/
Intent has to be in avalid state. It is best to usg

HTTP Code ' Schema Type Data Model

Table 88: PUT intent's target (id) action responses
Parameters

Attribute Rarar xer Type Description Required

True

True IntentTargetUpdate

Datatype

Table 89: PUT intent's target (id) action parameters

3. 11 GET, POST /api/v1l/workload/
List or Create a new workload document(s) (GET)
Responses
HTTP Code Description Schema Type Data Model
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200 Ok

400 Provided dataisinvalid or malformed
401 Invalid credentials

403 Forbidden from performing this action
404 Resource not found

Table 90: GET workload documents list responses

Parameters
Attribute | Parameter Type ‘Description Required | Datatype

query name False String
version query version False String
data body True WorkloadDocurp@

Table 91: GET workload documents list parameters

8.3.12 List or Create a new workload document(s) (POST)
Responses
HTTP Code Description Schema Type Data Iv. “del

Object list "lw;‘f’k umentList

Table 92: POST workload document rg
Pa ameters
Attribute  Parameter Type Descriptior: ‘Requ; d ‘Datatype

query String
version query String
data body WorkloadDocumentCreate

Responses
HTTP Code D erip ion ‘ Schema Type Data Model
WorkloadDocumentCreate

Table 94: GET workload instances responses
Parameters

‘ Parameter Type  Description Datatype

query release_name

cluster_name query cluster_name False String
workload_document query workload_document False String
status query status False String

Table 95: GET workload instances parameters
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8.3.14 PUT /api/vl/workload/instance/{ instance id}/delete/

Propagate a workload document instance deletion request for a depl oyed workload instance to the MO.
(PUT)

Responses

HTTP Code Description Schema Type Data Model
Object list WorkloadDocumentlnstance

Table 96: PUT workload instance del ete responses
Parameters

Attribute
instance id

Parameter Type ‘ Description Required ‘ Datatyp.

Table 97: PUT workload instance delete parameters

8.3.15 GET /api/vl/workload/instance/{ instance_id}/manifests/
Fetch workload instance manifestsin asingle “".yaml™ format. (GET)
Responses
HTTP Code Description ‘ Schema Type

Pars liewars

Attribute Parameter Type D&ecrlptlon Required Datatype

instance id
instance_id path Ument instance uuid True String

8.3.16 POST /api/vl/worklo. load/
The following must apply:
e Thehelm chart

AN

gz (by running helm package).
e atching (name, version) pair with the associated workload
document. t must have avalid structure, files ™ Chart.yaml™™, ™™ valuesyaml ™
and foldeg,  are mandatory.
st be able to render (via helm template) without any errors.
nderlying containersimages must exist and be reachable by NEMO Intent API
’ or private registries with appropriate imagePul | Secrets).

K, the helm chart is uploaded to the NEMO S3 Helm Repository. After successful
orkload Document isset to * " status=onboarding” " for further validation. After successful
e Workload Document is set to ~ " status=accepted ™ or ~status=rejected " if validation

HTTP Code Description Schema Type Data Model
200 Kubernetes Manifests Object list
400 Provided dataisinvalid or malformed
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401 Invalid credentials
403 Forbidden from performing this action
404 Resource not found

Table 100: POST workload upload request responses

Parameters

Attribute Parameter Type |Description Required Datatype

formData Packaged helm chart in “*".tgz" ™ extension
name formData Workload Name to associate with True

verson |formData Workload Version to associate with True

Table 101: POST workload upload request parameters

8.3.16.1 GET, PUT, PATCH, DELETE /api/vl/workload/{id}/

Update & Delete operations are only allowed when aworkload document isi - ding”™" and
the same user if performing the operation. (GET)

HTTP Code Description Scemal ’pie Data Modéel

Created
400 Provided dataisinvalid or malformed
401 Invalid credentias
403 Forbidden from performing thi§ action
404 Resource not found

@FT worklOad responses
Pare .eters

Attribute Parameter  Description Required Datatype

True

True WorkloadDocumentUpdate
True WorkloadDocumentUpdate

% Table 103: GET workload parameters
e opefetions are only allowed when aworkload document isin ™ status=pending™™" and

Responses
'4T7 » Code Description ~ SchemaType  DataMode
2004 WorkloadDocumentL ist
Table 104: PUT workload responses

Attribute Parameter  Description Required Datatype
Type
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id path A unique integer value identifying|True
this Workload Document.

data body True WorkloadDocumentUpdate
data body True WorkloadDocumentUpdate

Table 105: PUT workload parameters

Update & Delete methods are only allowed when a workload document isin = status=pending™™ and
the same user if performing the operation. (PATCH)

Responses

HTTP Code Description Schema Type Data Model

WorkloadDocumentUpdate

Table 106: PATCH workload responses

Attribute Parameter  Description Required De dtyp\i
Type
path

A unique integer value identifying
this Workload Document.

data body
data body

HTTP Code Description cohepaTyr> Data Model

Attribute Parameter  Des ripuiuii Required Datatype
Type
True

True WorkloadDocumentUpdate
True WorkloadDocumentUpdate

Table 109: DELETE workload parameters

6.2 POST /api/v1/workload/{id} /template/

er " Accept " to T application/json’ or "~ application/yaml™ (default). This action creates a
workload document instance with aunique NEMO workload identifier (" instance_id ). RabbitMQ is
notified as per README.md (POST)

Parameters
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Attribute  Parameter Type  Description ‘ Required ‘ Datatype
id path True
data body True WorkloadDocumentTemplatel nput

Table 110: POST workload document instance parameters

Description Schema Type Data Modéel

Created
400 Provided dataisinvalid or malformed
401 Invalid credentials
403 Forbidden from performing this action
404 Resource not found

Table 111: POST workload document instance responses

O
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