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Executive Summary 

The rapid evolution of computing technologies—especially in the domains of Internet of Things (IoT), 

Edge computing, and Cloud computing—has created new opportunities but also new challenges for 

managing distributed applications. Traditional operating systems and orchestration tools often fall short 

in handling the complexity and heterogeneity of such environments. 

 

The NEMO project addresses this gap by introducing a meta-Operating System (meta-OS) designed to 

enable seamless deployment, orchestration, and lifecycle management of applications and workloads 

across the IoT–Edge–Cloud continuum. NEMO abstracts the underlying infrastructure and provides 

developers, service providers, and infrastructure owners with a unified set of tools to simplify 

operations, improve performance, and increase portability of modern applications. 

 

 Within the project, Work Package 5 (WP5) focuses on validating the NEMO MetaOS in real-world 

conditions through Living Labs. These trials demonstrate the applicability of the platform across diverse 

domains and provide insights on performance, integration, and usability. 

Deliverable D5.4 presents the final evaluation results from these validation activities, building on the 

intermediate findings of D5.3[4]. Deliverable D5.4 – NEMO Living Labs Use Cases Evaluation Results 

– Final Version – presents the final results from these validation activities. This includes: 

• End-to-end integration and execution of use case-specific services using NEMO. 

• Validation of workload orchestration, intent-based scheduling, and workload migration 

capabilities in diverse real-life scenarios. 

• Feedback from third-party developers, infrastructure providers, and application owners on the 

usability and added value of the platform. 

• Reflections on platform maturity, performance, and lessons learned during final piloting stages. 
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1 Introduction  

The NEMO project introduces a novel meta-Operating System (meta-OS) designed to enable seamless 

orchestration and lifecycle management of applications and workloads across the IoT–Edge–Cloud 

continuum. By abstracting the complexities of heterogeneous infrastructures, NEMO offers a unified 

platform that supports deployment, migration, and optimization of services in highly dynamic 

environments. 

 

To validate the capabilities of the NEMO meta-OS, the platform was deployed and tested across five 

verticals, each focusing on a distinct vertical and set of use cases. The Smart Farming Living Lab tested 

precision agriculture solutions such as aerial bio-spraying and terrestrial weed management. The Smart 

Energy & Mobility Living Lab addressed grid disturbance mitigation and coordinated e-mobility 

services. The Smart Industry Living Lab piloted automated logistics and human-centred safety solutions. 

Finally, the Smart Media & XR Living Lab explored innovative media applications, including support 

for live events and immersive VR experiences. Together, these trials provided a diverse set of 

environments to assess the flexibility and robustness of the NEMO MetaOS. 

1.1 Purpose of the Document 

The purpose of this document is to present the final evaluation results of the NEMO Living Labs use 

cases across all participating verticals, namely Smart Farming, Smart Energy & Mobility, Smart 

Industry, and Smart Media. 

 

This deliverable builds upon the initial results documented in D5.3[4], incorporating the full-scale 

integration and validation of NEMO Meta-OS components within real-world pilot environments. It 

captures the performance, usability, and impact of the deployed solutions, highlighting both technical 

outcomes and lessons learned. 

 

The evaluation focuses on: 

 

• The deployment and operation of applications and services using the NEMO Meta-OS 

framework. 

• The ability of NEMO to orchestrate workloads and manage resources efficiently across the 

Cloud–Edge–IoT continuum. 

• The added value and benefits of NEMO for application developers, infrastructure operators, and 

end-users. 

• Key performance indicators validation and qualitative feedback from the Living Labs. 

 

The document also serves as a reference for stakeholders seeking to understand the practical application 

of the NEMO framework and its potential to support cross-domain, scalable, and interoperable solutions. 

 

1.2 Relation to other project work  

Deliverable D5.4 is the second and final version of NEMO Living Labs Use Cases Evaluation Results, 

following D5.3[4], which provided the initial evaluation of pilot activities and early validation results. 

While D5.3[4] documented preparatory steps, initial deployments, and intermediate findings, D5.4 

reports the outcomes from the fully integrated NEMO meta-OS platform and applications in the Living 

Labs. 
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D5.4 builds on the use case definitions, requirements, and KPIs established in WP1 deliverables D1.1[1] 

and D1.3[2], and validates them through real-world trials across all verticals. It also incorporates 

technical foundations from WP4 where the NEMO components were finalized and proven ready for 

deployment. 

1.3 Relation between D5.4 and D5.3 

The structure of D5.4 has evolved compared to D5.3[4] in order to better highlight the progress made in 

the Living Labs and the lessons learned from the final evaluation phase. While D5.3[4] provided an 

intermediate snapshot of pilot activities, D5.4 builds on that work and offers a more complete picture of 

how the trials validated the NEMO MetaOS in different domains. 

 

To achieve this, the document introduces new subsections dedicated to the final contributions of the 

pilots, the Open Call integrations, and cross-domain observations. Some parts that were previously 

grouped together in D5.3[4] have been expanded in D5.4 into standalone sections, allowing the results 

and impacts of each pilot to be described with more clarity. 

 

In this way, D5.4 not only continues the reporting from earlier deliverables but also complements the 

technical outcomes of WP4 by showing how the integrated tools have been tested and validated in real 

environments. 

 

Section in D5.4 Section in D5.3 Differences 

1. Introduction 1 Introduction The section has been updated 

1.1 Purpose of the document 1.1 Objectives of the document Minor update 

1.2 Relation to other project work 
1.2 Connection to Other Work 

Packages and Deliverables 
The section has been updated 

1.3 Relation between D5.4 and 

D5.3 
 New Section in D5.4 

1.4 Structure of the Document and 

Reading recommendations 

1.3 Document Structure and 

Overview 
The section has been updated 

2 Smart farming Trial 2 Smart farming Trial Several updates in this section 

2.1.1 Set up and Integration 
2.2.1 Trial Site Description 

Updates 
Major Updates 

2.1.2 Test scenarios verification 2.2.2 Technical validation Major Updates 

2.1.3 Final validation results and 

KPIs Evaluation 

2.2.5 Intermediate Results 
Major Updates 

2.1.4 Lessons Learned and 

Replication guidelines 

 
New Section in D5.4 

3 Smart Energy & Smart Mobility 

Trial 

3 Smart Energy & Smart 

Mobility Trial 
The section has been updated 

3.1 Smart Grid - Hierarchical Grid 

Disturbance Mitigation 
3.2 SE_01 Smart Grid The section has been updated 

3.1.1 Set up and Integration 
3.2.1 Trial Site Description 

Updates 
Major Updates 

3.1.2 Test scenarios verification 3.2.2 Technical validation Major Updates 

3.1.3 Final validation results and 

KPIs Evaluatio 
3.2.5 Intermediate Results Major Updates 

3.1.4 Lessons Learned and 

Replication guidelines 
 New Section in D5.4 

3.2 Smart Mobility 3.3 SE_02 Smart Mobility/City The section has been updated 
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Section in D5.4 Section in D5.3 Differences 

3.2.1 Set up and Integration 
3.3.1 Trial Site Description 

Updates 
Major Updates 

3.2.2 Test scenarios verification 3.3.2 Technical validation Major Updates 

3.2.3 Final validation results and 

KPIs Evaluation 
3.3.5 Intermediate Results Major Updates 

3.2.4 Lessons Learned and 

Replication guidelines 
 New Section in D5.4 

4 Smart Manufacturing & 

Industry 4.0 Trial 

4 Smart Manufacturing & 

Industry 4.0 Trial 
The section has been updated 

4.1 Set up and Integration 
4.2.1 Trial Site Description 

Updates 
Major Updates 

4.2 Test scenarios verification 4.2.2 Technical validation Major Updates 

4.3 Final validation results and 

KPIs Evaluation 
4.2.5 Intermediate Results Major Updates 

4.4 Lessons Learned and 

Replication guidelines 
 New Section in D5.4 

5 Smart Media & XR Trial 5 Smart Media & XR Trial The section has been updated 

5.1 Round of Athens Race 
5.2 SC_01 Round of Athens 

Race 
The section has been updated 

5.1.1 Set up and Integration 
5.2.1 Trial Site Description and 

Updates 
Major Updates 

5.1.2 Test scenarios verification 5.2.2 Technical validation Major Updates 

5.1.3 Final validation results and 

KPIs Evaluation 
5.2.5 Intermediate Results Major Updates 

5.1.4 Lessons Learned and 

Replication guidelines 
 New Section in D5.4 

5.2 VR Experience about ancient 

Workshop of sculptor Phidias 

5.3 XR_01 VR Experience 

about ancient Workshop of 

sculptor Phidias 

The section has been updated 

5.2.1 Set up and Integration 
5.3.1 Trial Site Description and 

Updates 
Major Updates 

5.2.2 Test scenarios verification 5.3.2 Technical validation Major Updates 

5.2.3 Final validation results and 

KPIs Evaluation 
5.3.5 Intermediate Results Major Updates 

5.2.4 Lessons Learned and 

Replication guidelines 
 New Section in D5.4 

5.3 Enhance AV experience in the 

Tholos Dome VR Theatre 

5.4 XR_02 Enhance AV 

experience in the Tholos Dome 

VR Theatre 

The section has been updated 

5.3.1 Set up and Integration 
5.4.1 Trial Site Description and 

Updates 
Major Updates 

5.3.2 Test scenarios verification 5.4.2 Technical validation Major Updates 

5.3.3 Final validation results and 

KPIs Evaluation 
5.4.5 Intermediate Results Major Updates 

5.3.4 Lessons Learned and 

Replication guidelines 
 New Section in D5.4 

6 Cross-Living Labs validation & 

3rd Party Support 
 New Section in D5.4 

6.1 Overview  New Section in D5.4 
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1.4 Structure of the Document and Reading recommendations 

This deliverable is structured to guide readers progressively from a general understanding of the 

objectives to the detailed validation results of each Living Lab. The organization reflects both the logical 

flow of the validation activities and the project’s multi-domain nature. 

Section 1 (Introduction) provides the context, objectives, and positioning of this deliverable within the 

project, including its relation to earlier work (notably Deliverable D5.3[4]). 

Sections 2–5 (Living Lab Trials) detail the validation activities for each domain: 

• Smart Farming 

• Smart Energy & Smart Mobility 

• Smart Manufacturing & Industry 4.0 

• Smart Media & XR 

Each trial section follows a common structure to ensure comparability, covering (i) set-up and 

integration, (ii) test scenario execution, (iii) validation results and KPI evaluation, and (iv) lessons 

learned and replication guidelines. 

Section 6 (Cross-Living Labs Validation & 3rd Party Support) summarizes activities that cut across 

domains, including the onboarding and support of third-party applications via open calls, and feedback 

collected from these engagements. 

Section 7 (Conclusions) synthesizes the key findings from the validation phase and highlights the main 

contributions to the project objectives. 

Annexes provide supplementary material that supports the main text but would otherwise interrupt its 

readability. 

Section in D5.4 Section in D5.3 Differences 

6.2 Onboarding, Coaching and 

Support Sessions 
 New Section in D5.4 

6.3 Feedback from Open Call 

Projects 
 New Section in D5.4 

7 Conclusions  7 Conclusions The section has been updated 
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2 Smart Farming Trial  

2.1 Aerial Precision Bio-Spraying 

2.1.1 Set up and Integration 

The Smart Farming use case is a complex system that consists of several subcomponents, each of them 

significantly contributing to the realization of the described system. In the following subsections these 

subcomponents will be presented organized based on their functionality. The Smart Farming Drone 

setup describes the technical details that lead to its assembly and functionality. The Smart Farming API 

describes several endpoints used to decouple the data layer from the Front-End and act as a centralized 

point for storage. The Smart Farming UI provides insights of the user interface where the information 

gathered is displayed. Finally, in the Smart Farming cluster, a description of how the microservices of 

the use case are orchestrated along with information about the cluster interconnection with the NEMO 

platform. 

2.1.1.1 Smart Farming Drone set up 

2.1.1.1.1 Hardware Components set up 

The hardware configuration of the Unmanned Aerial Vehicle (UAV) platform is based on the Holybro 

X650 Development Kit1, a robust quadcopter airframe tailored for research and development 

applications. The frame consists of carbon fiber arms and a reinforced plastic central body, providing 

both structural rigidity and lightweight performance. With a diagonal wheelbase of 650 mm and an X-

quad layout, the airframe is optimized for stability during flight and is compatible with a wide range of 

onboard components and payloads. This configuration is particularly suited to the requirements of a 

precision bio-spraying UAV, allowing for modular expansion and secure payload mounting. 

At the core of the UAV’s avionics is the Pixhawk 6X2 flight controller, an open-source, high-

performance autopilot platform widely adopted in the research community. It features redundant Inertial 

Measurement Units (IMUs) and barometers, an integrated vibration-isolated IMU, and a powerful 

STM32H7433 processor. The Pixhawk 6X supports both PX44 and ArduPilot5 firmware, providing 

flexibility in terms of flight stack and mission profile. This flight controller was selected not only for its 

technical capabilities but also because of its open-source nature, extensive documentation, and vibrant 

development community—all of which are critical for iterative prototyping, debugging, and integration 

with autonomous navigation algorithms and cloud-native telemetry pipelines. 

Power is supplied through a 6S Lithium Polymer (LiPo) battery pack, rated at 12000 Mah. This 

configuration offers a practical balance between energy density, discharge rate, and total weight, making 

it well-suited for mid-range flight durations with moderate payloads. The battery interfaces with a power 

management module such as the PM06, which ensures safe voltage regulation, provides telemetry 

feedback (current, voltage, power consumption), and delivers stable power to both the flight controller 

and the payload systems. 

 

 
1 https://holybro.com/products/x650-development-kit 
2 https://holybro.com/products/pixhawk-6x 
3 https://www.st.com/en/microcontrollers-microprocessors/stm32h743-753.html 
4 https://px4.io/ 
5 https://ardupilot.org/ 
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The propulsion system includes brushless Direct Current (DC) motors and Electronic Speed Controllers 

(ESCs) provided by the Holybro kit, pre-matched for optimal thrust-to-weight ratio and efficiency. The 

UAV is equipped with 12-to-13-inch carbon composite propellers, which offer high lift and durability. 

This configuration ensures stable and responsive flight characteristics, which are essential during 

precision spraying tasks or autonomous missions in field conditions. 

For manual control and configuration, the system includes a Radiomaster TX16S remote controller6, 

running OpenTX7 or EdgeTX8 firmware. Paired with a long-range, low-latency receiver such as a 

Crossfire Nano9 or ExpressLRS10 module, the remote-control system provides flexible, reliable 

communication for manual overrides and testing. The open-source firmware allows for a high-level 

tailoring of flight modes, telemetry feedback on-screen, and support for complex mission profiles. 

In terms of autonomous navigation and localization, the UAV integrates a u-blox M8N GNSS module11 

with an onboard magnetometer. This module delivers reliable positional accuracy and heading 

information, which is critical for executing waypoints, return-to-home procedures, and maintaining 

course stability under varying magnetic and environmental conditions. The module is natively supported 

in the Pixhawk ecosystem and ensures tight synchronization with the navigation stack. 

The communication between the UAV and the Ground Control Station (GCS) is facilitated through a 

915 MHz SiK telemetry radio12, providing real-time bidirectional communication using the MAVLink13 

protocol. This allows for live monitoring of UAV status, in-field mission reconfiguration, and seamless 

data handoff to the cloud-based telemetry system. The choice of this module is driven by its 

compatibility with open-source flight stacks and proven reliability in outdoor deployment scenarios. 

Finally, the UAV features a custom payload mounting system designed to accommodate an onboard 

camera and an NVIDIA Jetson Orin Nano14 module. The mounting solution is engineered to minimize 

vibration and maintain aerodynamic balance, ensuring that the visual sensing system and edge AI 

processing hardware can operate effectively without affecting flight stability. This modular design aligns 

with the overall architecture of the platform, supporting real-time image capture, onboard inference 

tasks, and future expansion for autonomous perception and navigation applications in smart farming 

environments. 

This entire setup is driven by core design principles prioritizing modularity, open standards, and data 

integration. Each hardware component was selected to support seamless migration between onboard and 

cloud-level autonomy, which is central to the vision of a cloud-native smart farming application. The 

combination of flexible open-source avionics, telemetry-enabled components, and field-ready 

mechanical structure provides a solid foundation for further development in autonomous agricultural 

operations. 

 

 
6 https://radiomasterrc.com/products/tx16s-mark-ii-max-radio-controller 
7 https://www.open-tx.org/ 
8 https://edgetx.org/ 
9 https://www.team-blacksheep.com/products/prod:crossfire_nano_rx 
10 https://www.expresslrs.org/ 
11 https://www.u-blox.com/en/product/neo-m8-series 
12 https://holybro.com/products/sik-telemetry-radio-v3?variant=41562952302781 
13 https://mavlink.io/en/ 
14https://www.nvidia.com/en-eu/autonomous-machines/embedded-systems/jetson-orin/nano-super-developer-kit/ 
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2.1.1.1.2 Software Components set up 

Five core software modules were developed for the autonomous UAV system designed for precision 

agriculture applications, waypoint navigation, image capture, inference, center extraction and center 

navigation. These modules collectively form an event-driven microservices architecture that facilitates 

autonomous drone operations for the use-case of precision bio spraying. The system integrates advanced 

technologies such as computer vision, drone control, and distributed computing to deliver a robust 

solution for agricultural automation. 

The autonomous drone system employs a distributed, event-driven architecture characterized by a 

microservices pattern, where each module operates as an independent service with distinct 

responsibilities. Communication between services is facilitated through RabbitMQ15, a message broker 

that enables asynchronous, event-driven interactions. MinIO16 serves as the centralized object storage 

for images, models, and metadata, ensuring efficient data management. Kubernetes orchestrates 

container deployment, scaling, and service discovery, providing a scalable and resilient infrastructure. 

Integration with MAVSDK enables precise drone control and autonomous flight operations, forming 

the backbone of the system's operational capabilities. 

The waypoint navigation module executes pre-defined flight missions by navigating through a series of 

waypoints, coordinating the mission flow and triggering image capture at each waypoint. Its components 

include a mission manager for orchestrating execution, a MAVSDK helper for drone connection and 

mission upload, an event listener for center reached confirmations, an event publisher for waypoint 

reached events, and a waypoint configuration component for managing JSON-based waypoint 

definitions. The module uses MAVSDK MissionItem17 for standardized waypoint definition, supports 

configurable mission speeds, and integrates with image capture through waypoint events. Waypoints 

are defined in JSON configuration files, and mission validation ensures correctness before execution. 

The module listens to the center_reached queue for mission coordination, publishes waypoint events to 

trigger image capture, and reads waypoints from JSON files. The mission execution process connects 

to the drone, sets mission speed, creates and uploads a mission plan, starts the mission, and publishes 

waypoint reached events. 

The image_capture module manages drone camera operations, capturing high-quality images at 

waypoints and storing them with metadata in MinIO. It integrates with Sequoia18 cameras for 

multispectral imaging and includes components such as a camera manager for orchestrating operations, 

a Sequoia capture component for camera-specific tasks, an event listener for waypoint reached events, 

a MinIO helper for image storage and metadata management, and a utility for file operations. The 

module uses the gphoto219 library for Sequoia camera control, preserves Exchangeable Image File 

Format (EXIF) metadata including Global Positioning System (GPS) coordinates, and employs 

timestamp-based file naming for uniqueness. Temporary local storage is used before uploading to 

MinIO, and comprehensive error handling ensures robust camera operations. The module listens to the 

waypoint_reached queue for capturing triggers and stores images in MinIO with a configurable prefix 

structure. The capture process involves capturing an image, saving it temporarily, extracting EXIF 

metadata, and uploading it to MinIO with associated metadata. 

 

 
15 https://www.rabbitmq.com/ 
16 https://www.min.io/ 
17 https://mavsdk.mavlink.io/main/en/cpp/api_reference/structmavsdk_1_1_mission_1_1_mission_item.html 
18 https://www.parrot.com/en/support/documentation/sequoia 
19 https://github.com/gphoto/libgphoto2 
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The inference module performs object segmentation using YOLOv11 models, processing captured 

images to identify olive trees and generate segmentation masks. Its components include an inference 

processor for YOLO model operations, an event listener for image capture events, an event publisher 

for inference results, a MinIO helper for model and image file operations, and a model management 

component for loading and caching YOLO models. The module integrates Ultralytics20 YOLOv11 for 

state-of-the-art segmentation, caches models locally for performance, stores inference results with 

unique UUIDs, and implements proper cleanup of temporary files. It receives image URLs from the 

image_captured queue, publishes result URLs to the output_queue, downloads images from MinIO, and 

stores results in the inference bucket. The inference process downloads an image, processes it with the 

YOLO model, saves the result, uploads it to MinIO, and publishes the result URL. 

The center_extraction module processes segmentation masks to extract precise GPS coordinates of 

detected targets, leveraging computer vision techniques to calculate the center point of segmented 

objects and convert pixel coordinates to GPS coordinates. Its core components include a center 

extraction processor for mask analysis, a scaling factor extraction component for coordinate 

calculations, an event listener for segmentation mask events, an event publisher for extracted 

coordinates, and a MinIO helper for mask file operations. The module employs OpenCV for robust mask 

analysis, using contour detection to identify the largest contour and image moments for precise center 

calculation. GPS conversion incorporates scaling factors, and metadata integration extracts GPS and 

orientation data from image EXIF. The module receives segmentation mask events from the 

result_captured queue, publishes extracted coordinates to the center_coords_extracted queue, and 

processes masks from the MinIO inference bucket. The center extraction algorithm identifies the largest 

contour in a binary mask, calculates its moments, and determines the center coordinates in pixel space. 

The center_navigation module is tasked with autonomously navigating the drone to specific GPS 

coordinates, serving as the final component in the target detection and navigation pipeline. It comprises 

several core components, including a MAVSDK helper for managing drone connections and flight 

control, an event listener for processing coordinate events from RabbitMQ, a center navigation 

component for orchestrating the navigation process, a MinIO helper for retrieving coordinate data, and 

an event publisher for signaling completion events. The module adopts an event-driven architecture 

using RabbitMQ for receiving coordinates, ensuring loose coupling with other services. Health 

monitoring is implemented to verify drone status before navigation, and position verification with 

timeout handling ensures reliable operation. The drone hovers for five seconds at the target position to 

ensure stability, and comprehensive error handling with logging enhances system reliability. The 

module receives coordinates via the center_coordinates queue, publishes completion events to the 

center_reached queue, and retrieves coordinate files from the MinIO center-coordinates bucket. The 

navigation logic connects to the drone, performs health checks, navigates to the specified coordinates, 

verifies position, and hovers before publishing completion events. 

The modules communicate through a structured event flow. The waypoint_navigation module triggers 

image capture by the image_capture module at waypoints. The image_capture module sends captured 

images to the inference module for processing. The inference module generates segmentation masks, 

which are processed by the center_extraction module to extract coordinates. The center_extraction 

module provides these coordinates to the center_navigation module, which navigates to the target and 

confirms completion to the waypoint_navigation module. The message queue structure includes 

waypoint_reached for triggering image capture, image_captured for initiating inference, result_captured 

for triggering center extraction, center_coords_extracted for providing navigation coordinates, and 

center_reached for confirming navigation completion. Data flow involves JSON waypoint 

 

 
20 https://docs.ultralytics.com/models/yolo11/ 
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configurations, MinIO storage for images with metadata, YOLO models, inference results, and extracted 

coordinates. 

The system is deployed using Kubernetes, with each module having comprehensive deployment 

configurations, including container orchestration with resource limits, ConfigMaps for non-sensitive 

configurations, and Secrets for secure credential management. Resource management specifies memory 

limits of 256Mi to 512Mi and CPU limits of 250m to 500m per container, with privileged access for 

serial port communication and volume mounts for MAVSDK. Security considerations include storing 

credentials in Kubernetes Secrets, isolating communication through RabbitMQ network policies and 

securing Docker Hub credentials. 

The system adheres to event-driven architecture principles, ensuring loose coupling through event-based 

communication, scalability through independent service scaling, fault tolerance to prevent cascading 

failures, and asynchronous processing for non-blocking operations. Microservices principles are 

followed, with each module having a single responsibility, independent deployment, technology 

diversity, and data isolation. Error handling and resilience are achieved through graceful degradation, 

automatic retries, circuit breakers, and comprehensive logging. 

Performance is optimized through model caching for faster YOLO inference, image compression for 

efficient storage and transmission, asynchronous processing for non-blocking operations, and 

Kubernetes resource constraints to prevent exhaustion. Scalability is enabled through horizontal scaling 

with Kubernetes, load distribution via RabbitMQ, stateless design for service restarts, and environment-

based configuration management. 

The system employs structured JSON-formatted logging with configurable levels, centralized 

Kubernetes pod logs, and comprehensive error tracking. Health monitoring includes Kubernetes liveness 

and readiness probes, MAVSDK drone health checks, RabbitMQ queue monitoring, and resource usage 

tracking for CPU, memory, and network. 

The autonomous drone system's software modules form a robust, event-driven microservices 

architecture that integrates computer vision, drone control, and distributed computing for precision 

agriculture. The modular design ensures clear separation of concerns, while event-driven 

communication via RabbitMQ provides loose coupling. Kubernetes-based deployment enables 

scalability, and comprehensive error handling ensures reliability. The system is well-suited for complex 

drone operations, offering flexibility and maintainability. 

2.1.1.2 Smart Farming API 

The Back-end system of the Smart Farming use case is a complex system that guarantees the seamless 

and uneventfully the continues data collection from the various devices used, e.g., SynField, drone, 

agrirobot. In this context, several state-of-the-art technologies were used for the realization of this 

system.  

• FIWARE Orion to receive the device measurements sent by the various IoT devices 

• FIWARE IoT Agent, which works as a middleware to allow devices to communicate with Orion 

without adapting the NGSI protocol 

• The Historic Data Registry (HDR) maintains records of all the data transmitted by the IoT 

devices. The HDR is based on well-established technologies, such as the Python programming 

language along with the Flask framework which provides low footprint API services.  The 

various datatypes supported by the HDR along with the data’s nature required the use of highly 

scalable and highly available data storage that meets the needs of a modern IoT system. The 
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MongoDB21 datastore was selected as a modern highly scalable and versatile technology that 

meets the needs of the Smart Farming use case. 

The Smart Farming back-end system leverages from the technology introduced by the FIWARE 

Foundation22 and particularly from the FIWARE ORION23.  FIWARE ORION is a context broker that 

provides an automated environment for managing the whole lifecycle of context information, such as 

updates, queries, registration, subscription. One of the benefits of ORION that the SF UC uses is the 

automated notification upon an event occurs, in this way when a new device is registered the data 

transmitted are captured and forwarded to the SF system. As ORION does not provide a storage 

mechanism by design, the creation of a middleware application that would provide storage was 

necessary. In this context, a microservice was created responsible for storing in a database system the 

data collected by ORION as well as a REST endpoint that will filter the received values. The Smart 

Farming (F2F) Historic Data Registry API provides a variety of endpoints each with a specific 

functionality, Figure 1. It allows the retrieval of the device data.  Figure 1 demonstrates the set of REST 

endpoints created for the data exchange between the back-end system and the front-end or any 3rd party 

application. In this context, a SWAGGER24 page was created to provide both well-structured and self-

explanatory documentation for the integrating parties and a sandbox for trying the endpoints produced. 

 

 

 
21https://www.mongodb.com/ 
22 https://www.fiware.org/ 
23https://fiware-orion.readthedocs.io/en/master/ 
24 API Documentation & Design Tools for Teams | Swagger 

Figure 1 Historic Data Registry API endpoints 
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SynField is a modular device that can host a vast variety of sensors allowing each SynField device 

deployed to be equipped with different sensing capabilities. With the “/synfield” endpoint Figure 2, we 

can retrieve the available SynField devices. The devices operate at different locations and collect the 

metrics that are supported by the installed sensors. To this end, the REST endpoints follow a hierarchical 

structure with a dedicated endpoint providing the available node IDs while another one provides the 

sensors available at a particular device. For example, the “South Node” SynField node collects 

measurements for the “Solar validation level” and “Barometric Pressure” metrics among others. The 

aforementioned functionality automates the discovery process and provides a widely reconfigurable 

schema for accessing and parsing devices that differentiate in terms of capabilities. This abstraction 

enables the faster and easier deployment and usage of devices as well as minimizing the time required 

for the complete system to be up and running in large scale deployments with various sensor nodes.  

 

 
Figure 2 SynField endpoint sample. This is the root endpoint for SynField based devices. 

 
In addition to the control endpoints, a generic endpoint was created in order to provide in a well-

structured way the data collected from the deployed devices. This endpoint receives as an input the 

deviceID and the period of the measurement as a start and end time 

“/get_synfield_measurements/<deviceID>/startTime/endTime”,Figure 3. The data provided by the 

endpoint can be utilized to feed a timeseries plot in the front-end or as an input to a training model. In 

the response body as depicted in Figure 3 each record contains the DeviceID, the sensing service ID 

which refers to the nature of the sensing device, e.g., solar radiation, temperature, etc. as well as the 

value recorded in the SI and the timestamp that the data were captured. In a similar manner, an endpoint 

for collecting the data from the drone was created,Figure 4. The 

“/get_drone_start_end/startTime/endTime” endpoint provides all the required information about the 

drone status. This information is about the telemetry data of the drone, such as velocity, altitude, attitude, 

geolocation data, etc. To enhance the telemetry information transmitted by the drone, operational data 

like battery’s state of charge, number of satellites locked on the device, if return to home functionality 

is set and the inertial measurement unit (IMU). These parameters are crucial to determine the flying 

status of the drone and its efficiency both from a technical and a user perspective.  
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Figure 3 Sample of the SynField data endpoint. 

  
 

 
Figure 4 Sample from the drone endpoint. 

 
Besides to the endpoints presented before, there is another endpoint used for presenting the real-time 

metrics with minimum delay. This endpoint is automatically generated by the ORION and provides the 

latest raw data received from the device, Figure 5 This endpoint lacks the functionality of historicity and 

it is meant to be used only for showcasing the latest data collected in a dashboard or in general a real-

time interface where instantaneous information needs to be displayed. Here, we can get in “/v2/entities” 

the latest measurement from FIWARE Orion. 
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Figure 5 Sample of the Smart Farming “/v2/entities” endpoint. 

 

2.1.1.3 Smart Farming User-Interface 

The Smart Farming application provides a graphical point of interaction for the end-users of the system. 

The application is based on state-of-the-art technologies and applies the best practices of UI/UX to 

provide intuitive user experience. The application is built with the React framework and provides 
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adaptability to a wide range of screen sizes and devices. The user first interacts with the login page, 

Figure 6, which uses Keycloak authenticator for a secure user login. Upon successful identification the 

user is redirected to the Home View, Figure 7 and Figure 8. In this view general information about the 

deployed devices is demonstrated, such as the device’s name, the location of the device on the map, 

device’s serial number for identification and date time information. Moreover, to enhance the user 

experience, the integrated map view provides several options such as terrestrial and satellite 

representations. 

 

  

 

 

Figure 6 Smart Farming Login Page. 

Figure 7 Home View, terrestrial map. 
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In the Devices submenu the user can see an extended set of information regarding the devices deployed. 

The device list presented is dynamical and it is altered based on the registered devices per user. Within 

the context of UI/UX, an identical menu per device (namely Dashboard, Sensors, System and Location) 

was adopted to avoid user confusion among different device types. Figure 9, Figure 10 and Figure 11 

The views are similar for the rest of the devices, as presented in Section 2.1.1.2 an abstract REST API 

is responsible for providing to the User-Interface or any 3rd party service the values from the sensors 

collected. In this way, new sensors can be integrated to the User-Interface with little effort. 

 

 

. 

 

Figure 8 Home View, satellite map 

Figure 9 Dashboard submenu. 
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2.1.2 Test scenarios verification 

 
In deliverable D5.3[4] all the advancements related to the Smart Farming were reported with the 

remaining once being a) the completion of the User-Interface, b) testing and evaluation of the automated 

flying path and c) the Cluster registration and workload migration. 

 

In deliverable D5.4 the three remaining categories are presented, more specifically in Section 2.1.1.3 

the final User-Interface was presented.  For the purpose of testing the autonomous a series of test flights 

took place in Agia Sofia estate. In Figure 12 the deployment setup before the test flight begins is 

depicted, the part selected has a small opening to take-off and land the drone with safety and upon 

reaching the denoted height the waypoint algorithm will be initiated. It is noteworthy that at the 

beginning of the pilot a study was carried out to define the appropriate height of the drone to fly to 

ensure both the security of the UAV and the high precision image capturing based on the on-board 

camera of the UAV. While in Section 2.1.1.1.2 the algorithms of the waypoint navigation, image 

capturing, etc were explained, in this Section the focus will be on the high-level experiment test case. 

 

 

Figure 10 Sensor submenu. 

Figure 11 System submenu. 
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The purpose of this test was to validate the effectiveness of the waypoint autonomous navigation and 

the center extraction algorithms. The test was successful with the UAV cruising from a waypoint to 

another, performing the center extraction process of the olive tree spot, transmitting the geolocation data 

and proceeding to the next olive tree. In Figure 13, Figure 14 and Figure 15 a sample output of the 

algorithms and messages exchanged are presented while  in Figure 16 and Figure 17 the output of the 

information received over the to the graphical user interface of the flying controller nd the UAV 

performing center extraction are presented respectively. 

 

 Figure 12 Preflight check at Agia Sofia Estate 
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Figure 13 Sample output from the Inference algorithm. 

Figure 14 Sample output from the waypoint navigation algorithm. 

Figure 15 Sample output of the center extraction algorithm. 
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Finally, the most important aspect of the Pilot was to integrate with the NEMO framework. In this 

context three main operations were identified: a) Cluster registration, b) Workload migration and c) 

 

 

Figure 16 Output of the flying controller component presenting the path followed by the UAV as well as 

telemetry data. 

Figure 17 UAV hovering over an olive tree performing center extraction. 

Pen
ding EC ap

pro
va

l



 
 

 

 

 
Document name: NEMO Living Labs use cases evaluation results - Final version Page:   32 of 195 

Reference: D5.4 Dissemination:  PU Version: 6.0 Status: Final 

 

 

Cluster deletion. To successfully register the Smart Farming cluster a set of requirements needed to be 

fulfilled, such as deploying a compatible Kubernetes cluster and installing on the cluster the NEMO 

toolkit. This procedure was achieved by closely collaborating with the NEMO core tech team and using 

the FluxCD CI/CD tool, information regarding the CI/CD pipeline of NEMO has been reported in 

deliverable D4.3[5]. After the completion of these steps, the cluster was registered to the NEMO 

platform using the graphical User-Interface of the MOCA component, Figure 18. Within the Smart 

Farming Use Case the bottleneck process that could benefit from the Intent oriented approach of NEMO 

was the inference process. The Smart Farming cluster is based on Edge computing hardware and for an 

efficient execution of the inference pipeline more processing powerful hardware would be required. 

NEMO offers the cross-Pilot workload execution, and a GPU based hardware was used within the 

premises of OneLab. In Figure 19, Figure 20 and Figure 21 the process of registering the workload, 

creating the Intent condition that will trigger the migration process as well as the successful migration 

are presented. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 18 Smart Farming cluster successfully registered at NEMO. 

Figure 19 Smart Farming Inference workload registration. 
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2.1.3 Final validation results and KPIs Evaluation 

 
The KPIs along with the functional and non-functional requirements defined in the deliverables of WP1 

and WP5 were used as intermediate checkpoints towards the completion of the Pilot. The success of the 

use case activities was based upon the satisfaction of those rail guards introduced at the beginning of the 

project. In addition to the technical success of the Piloting activities, the Smart Farming use case 

achieved also the user acceptance. More precisely it was calculated that the bio-spraying method 

proposed provides a significant reduction in the amount of pesticides used as only the affected surface 

of the tree is treated and only if a tree is affected, while in traditional procedures the farmers used to 

spray the entire tree (KPI_SF_01_1). Moreover, the automated monitoring of the olive trees and the on-

time treatment is estimated to increase both the quality and the amount of harvested compared to the 

traditional methods (KPI_SF_01_2). One of the most important aspects in precision agriculture or 

Agriculture 4.0 is the detailed and real-time knowledge of the environmental conditions, to this end, a 

wide range of sensors were deployed in the piloting site providing information among others such as 

temperature, humidity and solar radiation. In addition, the UAV is transmitting to the Smart Farming 

application a variety of data such as telemetry and operational data (KPI_SF_01_3). Finally, through 

 

 

Figure 20 Smart Farming create trigger Intent. 

Figure 21 Workload successfully migrated to the production cluster in OneLab. 
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severe tests and the specifications’ datasheet of the GPS module used, the maximum difference in 

precision was much less than 10 cm from the actual latitude and longitude position even during windy 

conditions (KPI_SF_02_1).  During the last test performed, the farmer was interviewed to provide 

feedback about the usefulness of the use case. The farmer mentioned that the use case provides many 

benefits to the farming processes with the major one being the reduction of effort required to perform 

time-consuming yet trivial operations. The minimization of both the effort and financial aspects required 

in the agriculture domain and achieved with the piloting activities of T5.2 are beneficial for leading to 

a better and more automatized farming process, Figure 22 presents the questionnaire described in D5.2 

with the farmer’s feedback.    

2.1.4 Lessons Learned and Replication guidelines  

Overall, the automations inherited in the NEMO framework such as the FluxCD CI/CD pipeline, offer 

a fast replication and deployment procedure. In case of replicating or scaling up the Smart Farming 

application, the farmer needs to replicate to his cluster the HELM files of the microservices and connect 

the local cluster with the NEMO platform. A scale up can also be achieved by the inherited features of 

NEMO, such as the Intent-based migrations in more powerful clusters. 

Figure 22 questionnaire with the farmer’s feedback 
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3 Smart Energy & Smart Mobility Trial 

Electricity distribution grids are becoming more complex due to the increasing penetration of renewable 

energy sources (RES), such as solar and wind, along with the decentralization of generation and 

electrification of consumption. These changes, while essential for achieving sustainability goals, 

introduce major technical challenges for Distribution System Operators (DSOs). The grid is now more 

dynamic and less predictable, leading to critical issues such as voltage instability, Reverse power flows 

(RPF), current imbalances, and increased fault occurrence. Traditional grid management approaches are 

no longer sufficient to ensure reliability, safety, and efficiency under these conditions. 

 

Smart energy (SE) use case in the NEMO project directly addresses this real-world problem by aiming 

to improve real-time observability and fault response in urban distribution networks. The focus is on 

enabling faster detection, accurate classification, and precise localization of grid disturbances, especially 

in Medium-Voltage (MV) feeders where the impact of instability can cascade across the system. NEMO 

contributes to SE by enabling a smart, coordinated approach to grid management based on real-time 

data and distributed intelligence. It allows for the autonomous detection of disturbances through high-

frequency sensing and local event processing at the edge. At the same time, it supports intelligent 

decision-making by orchestrating data exchange and analytics across edge and cloud layers. When faults 

occur, the system ensures a fast operational response by delivering insights to operators via monitoring 

dashboards and event logs. Furthermore, it provides a secure and flexible framework for managing the 

grid, including remote firmware updates, orchestration of workloads, and enforcement of operational 

policies. 

 

By combining these capabilities, NEMO enables DSO's to shift from a reactive approach to grid 

operation toward a proactive, self-adaptive model. In this new paradigm, disturbances are not only 

detected at an early stage but also classified and localized automatically, allowing DSO to respond 

quickly and effectively with minimal manual intervention. This transformation supports the creation of 

a more resilient, efficient, and intelligent distribution network fully aligned with the goals of the 

European energy transition and the operational needs of DSO's evolving grid. 

 

3.1 Smart Grid - Hierarchical Grid Disturbance Mitigation 

3.1.1 Set up and Integration 

The Smart Energy pilot at ASM integrates Phasor Measurement Units (PMUs) with the NEMO platform 

to enhance observability and control of the distribution network. PMU data is transmitted bi-

directionally between far-edge sites and the central NEMO cluster. Remote management of far-edge 

sites is enabled via OTA services, which aggregate data from distributed nodes and support continuous 

inspection. While digital twin operators use OTA to monitor far-edge nodes, site operators employ the 

PMU Analyzer to validate measurements and ensure operational reliability Figure 23. 
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Figure 23 Smart Energy pilot with ASM’s PMU sites connected to the NEMO cluster via OTA services and 

PMU Analyzer 

 

Since in D5.3[4], the physical infrastructure of the SE-01 pilot has been fully deployed and finalized. 

This includes the successful installation and configuration of the Phasor Measurement Units (PMUs) at 

the selected substation and the on-site deployment of the NERVES-based gateway node. Figure 24 show 

us installation PMUs and Gateways in ASM Terni living lab. 
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Figure 24 PMUs and gateways installation at ASM Terni 

To support the description of the integration activities and visualize the interaction between deployed 

components, Figure 25 illustrates the architecture of the SE-01 pilot infrastructure for PMUs. It 

highlights the data and control flow between the edge elements comprising NERVES-based gateway 

nodes and on-premises PMUs and the cloud-based NEMO services, including the FOTA system, MQTT 

brokers, storage, and MetaOrchestrator. 

 

 
Figure 25 NEMO deployment schematic 

Moreover, in D5.3 [4], the LTE-based communication channel has been validated and is operational, 

ensuring secure and reliable connectivity between the edge components and the central platform. In 

addition, high frequency monitoring at the edge has been activated, with continuous 50 Hz data 

collection from PMUs now functional. The system supports local event detection, and high-intensity 

data parsing and alerting mechanisms have been implemented and are currently operational.  
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The first stage of the GUI Management Dashboard has been finalized and is now integrated into the 

operational workflow. The dashboard offers a web-based interface that provides authorized users with 

direct access to real-time PMU measurements, historical logs, and event-driven alerts. Following 

Figures show us some screenshots of GUI dashboard. 

 

Figure 26 screenshot displays the Over-the-Air (OTA) update interface used within the SE_01. It enables 

remote firmware upgrade of edge components by uploading a list of target devices and selecting the 

appropriate firmware version. The system supports batch operations and provides details such as file 

size and release date to ensure traceable, secure updates across the infrastructure. 

 

 
Figure 26 OTA Update interface – firmware selection for Edge devices 

  

Figure 27 screen shows the user interaction panel of the NEMO OTA Update system deployed in SE_01. 

It allows operators to input control messages and user credentials before executing bulk update 

commands, supporting structured firmware distribution and accountability across multiple edge devices, 

such as PMU gateways deployed in ASM’s smart grid pilot. 
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Figure 27 OTA update – user interaction panel for bulk firmware actions 

 

Figure 28 interface displays the real-time status of OTA firmware updates for edge devices deployed in 

the SE_01 pilot. It confirms online connectivity, current software versions, and ongoing update 

processes, demonstrating successful device communication and centralized control via the NEMO 

platform. 

 

 
Figure 28 OTA update – live device status during firmware upgrade in SE_01 

 
Figure 29 presents the detailed status of an individual edge device deployed in the SE_01 pilot, including 

active firmware partitions and the latest phasor measurements. It confirms device availability and 

provides operators with critical power quality data for situational awareness and grid diagnostics. 
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Figure 29 Detailed device view with real-time phasor data in SE_01 

 

On the platform side, the full NEMO cloud stack has been successfully deployed and interconnected 

with the edge infrastructure. This includes containerized microservices for MQTT-based data exchange, 

MINIO for scalable object storage, and FOTA services for remote firmware management. All services 

operate under the Kubernetes orchestration environment and are exposed through a secured NGINX 

gateway configured with TLS termination. This architecture ensures reliable, secure, and scalable 

communication between the distributed edge nodes and the centralized NEMO platform. 

3.1.2 Test scenarios verification 

Based on the test scenarios defined in D5.3[4], the SE_01 pilot in Terni has undergone a full round of 

functional validation. These tests were aimed at verifying data flow, system responsiveness, remote 

update capabilities, and operator interface functionality. 

  

The results confirmed successful end-to-end operation of the deployed infrastructure. Communication 

between the edge devices and the central platform is stable, high-frequency data from the PMUs is being 

collected and analyzed, and key events are being detected and logged correctly. The LTE-based 

communication channel has proven reliable throughout the testing. 

  

To support these capabilities, a dedicated GUI dashboard has been developed as you can see in the 

Figure 30 Figure 31 Figure 32 which allows real-time monitoring of PMU status, grid measurements, 

and detected disturbances. Additionally, the Firmware Over-the-Air (FOTA) interface was tested to 

remotely update the edge devices, with clear visibility of device status, firmware version, and update 

history. Figure 30 show us FOTA functionalities for SE-01 in NEMO architecture. 
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Figure 30 FOTA functionalities in platform 

 

 
Figure 31 Firmware selection and device list uploadiInterface in SE_01 
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Figure 32 SSH Connection logs and device activity timeline in SE_01 

 
 

In addition, a PMU analyzer was used to check the incoming data, detect anomalies, and inspect time-

series diagrams of the relevant electrical parameters. With these tools, operators have full access to both 

live and recorded data for incident investigation and operational awareness. Figure 33 demonstrates a 

home screen of the UI displaying the number of devices currently online and the total number of 

recorded historical issues. Figure 34 shows the live data recorded by the currently active devices with a 

granularity of 1 Hz. Lastly, Figure 35 provides a list of all recorded events that were triggered by 

exceeding the defined thresholds. These can be further examined by pressing the “Show more” button, 

which will display the time series representation of the variables recorded by the PMU at full (50 Hz) 

granularity, along with the vertical line, indicating the exact instant of threshold violation. For example, 

Figure 35 demonstrates the recorded transient behaviour of the frequency and the rate of frequency 

change during a single-phase to ground fault.  

 

 
Figure 33 PMUs monitoring in dashboard platform 
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Figure 34 PMU analyzer log of detected issues with timestamps and data files in SE_01 

 

 
Figure 35 PMU analyzer issue visualization showing frequency and current magnitude anomalies in SE_01 
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3.1.3 Final validation results and KPIs Evaluation 

 
Table 1 summarizes the KPIs previously defined and refined in D5.1, D5.2[3], and D5.3[4], followed 

by a detailed analysis of how each KPI was achieved. 

 

KPI ID Name Description Measurement/ 

Assesment method 

Target 

KPI_SE_01_1 Time 

granularity 

Time granularity for 

monitoring 

Measure the field 

data amount 

collected 

< 1s 

KPI_SE_01_2 Number of 

measurements 

Information exchanged 

by devices 

Measure the field 

data amount 

collected 

> 100.000 

measurements/minute 

KPI_SE_01_3 Number of 

sources 

Reduce the probability 

of Smart Grid failure 

due to voltage 

instability at least 

Evaluation of 

measured data 

leveraging data of 

the network 

25 % reduction in 

comparison with 

daily average value 

KPI_SE_01_4 CO2 reduction Migrate micro-services 

between ASM and 

Green RWTH DC and 

reduce CO2 footprint 

Measure the energy 

consumption 

> 40% 

Table 1 List of KPIs in SE_01. 

KPI_SE_01_1 

Time granularity for monitoring:  

As part of the NEMO project, advanced monitoring capabilities have been implemented through the 

deployment of two PMUs within the selected distribution feeder. These devices enable high-frequency, 

real-time monitoring at the edge of the network, with a continuous data acquisition rate of 50 Hz, which 

corresponds to a measurement every 20 milliseconds. 

 

This configuration ensures a highly granular and time-synchronized view of electrical parameters, 

supporting detailed observability and enabling the early detection of fast transients, voltage fluctuations, 

and potential anomalies. The PMUs are integrated into the existing SCADA environment and 

communicate with a local broker via the MQTT protocol, allowing for seamless and reliable data transfer 

to the backend infrastructure where the time-series data is stored and processed. 

 

KPI_SE_01_2 

Information exchanged by devices:  

The monitoring infrastructure deployed in the SE_01 use case of the NEMO project consists of two 

high-frequency PMUs and six PQAs. These devices are installed at critical points within the medium-

voltage distribution feeder to ensure detailed and time-synchronized visibility of grid conditions. 

 

Each PMU is configured to measure 18 electrical parameters (4 voltage magnitudes, 4 voltage angles, 4 

current amplitudes, 4 current angles, rate of change of frequency and frequency) at a rate of 50 Hz, 

resulting in a combined output of 108,000 measurements per minute. In parallel, the six PQAs 

collectively report (4 voltage magnitudes, 4 current angles, 3 active powers, 3 reactive powers, 6 PQMs, 

60 seconds) approximately5040 power quality variables per minute, based on their granularity of nearly 

1-second and multi-variable reporting configuration. 

 

Thanks to seamless integration with the SCADA system and MQTT-based communication, the 

infrastructure ensures efficient transmission and processing of high-frequency data streams, which 
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represents a significant advance over previous monitoring setups. The achieved measurement rate of 

113,040 data points per minute reflects the high interaction capability of the NEMO infrastructure and 

confirms that this KPI target has been fully met. 

 

KPI_SE_01_3 

This KPI was validated in SE_02 

 

KPI_SE_01_4 

Migrate micro-services between ASM and Green RWTH DC and reduce CO2 footprint:  

To measure the CO₂ reduction achievable through microservice migrations, we set up a demo 

deployment. This demo deployment maximizes energy consumption by stressing all available CPU 

cores of a cluster by using replica sets. Spawning the deployment is done by creating a workload in 

NEMO’s Plugin & Applications Lifecycle Manager (LCM). 

 

After spawning it on the dev-onelab cluster, we used NEMO’s Meta Orchestrator’s (MO) REST API to 

query the Privacy & Policy Enforcement Framework (PPEF) for the cluster’s CPU usage as well as the 

cluster’s energy consumption. We successfully increased the cluster’s CPU usage from around 9 CPUs 

to around 55 CPUs (full utilization of the cluster). The cluster’s energy consumption was measured to 

have increased from around 76,000 to around 83,000 joules per two minutes, which equals 630 and 690 

watts, respectively, implying our service has a power impact of roughly 60 watts. 

 

Migrating a deployment for decreasing the CO₂ footprint would usually be done through the LCM’s 

intent system by creating an intent for the respective workload instance with a newer, higher green 

energy consumption rate. For example, migrating from dev-onelab with a reported green energy 

consumption rate of 0% to nemo-energy with a reported green energy consumption rate of 80% reduces 

the microservice’s CO2 footprint by 80%. With a carbon intensity of about 300 grams of CO2 

equivalents per kilowatt-hour at the time of the experiment, this would result in an annual reduction of 

roughly 160 kg of CO2, confirming that this KPI target has been reached successfully. 

3.1.4 Lessons Learned and Replication guidelines 

The Smart Energy trial demonstrated that enhancing grid observability with PMUs and integrating them 

into the NEMO framework can significantly improve disturbance detection, classification, and operator 

response. The use case confirmed that real-time monitoring, coupled with intuitive dashboards, supports 

faster situational awareness and builds operator confidence in handling grid events. Feedback 

highlighted the value of automation and remote management, reducing manual intervention and 

maintenance effort. 

 
In terms of replication, the pilot showed that the approach is not limited to ASM’s feeder but can be 

extended to other DSOs with similar challenges. The modularity of the NEMO framework, together 

with its automation features, allows a straightforward transfer of the solution to different grid 

environments. By following the same deployment and orchestration procedures, utilities can achieve 

improved resilience, better integration of renewable sources, and measurable environmental benefits 

through optimized workload management. 
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3.2 Smart Mobility 

3.2.1 Set up and Integration 

The Smart Mobility pilot demonstrates the integration of Electric Vehicle (EV) charging infrastructure 

with energy flexibility management through the NEMO platform Figure 36. In this setup, EV users 

submit energy bids that are processed by the flexibility management service deployed at COMS’s 

NEMO cluster. The system evaluates offers, conducts an auction mechanism, and subsequently records 

the resulting transactions in EMOT’s blockchain, ensuring transparency, security, and traceability of 

energy flexibility operations. 

 

Figure 36 Smart Mobility pilot with EV flexibility management at COMS’s NEMO cluster, linked to EMOT’s 

blockchain. 

 
In comparison with D5.3[4], the Smart Mobility trial within SE_02 has been extended with a dedicated 

Smart Parking system, deployed and integrated under the NEMO framework Figure 36. This sub-use 

case focuses on intelligent parking management and EV charger coordination, designed to optimize 

parking slot usage and enhance the visibility of EV charging availability in urban environments. The 

hardware infrastructure and communication interfaces for this setup have been finalized and 

successfully connected to the local trial cluster. 

The Smart Parking system combines multiple data acquisition layers with real-time processing and 

display capabilities. The core components of the deployed system are included in Table 2 

 

Device Model/Name Description / Features Communication / Inter 

Camera Hikvision IDS-

2CD7A26G0/P-IZHS 

- 2MP DeepinView ANPR 

Moto Varifocal Bullet 

Camera 

- License Plate Recognition 

- Cybersecurity protection 

- Perimeter protection with 

deep learning 

HTTP Listening Mode 
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Figure 37 illustrates the complete data flow architecture of the Smart Parking system, beginning with 

the acquisition of vehicle presence and license plate information through ultrasonic sensors and a 

Hikvision DeepinView ANPR camera. This data is transmitted to an edge/cloud-based server equipped 

with the AVEVA System Platform, where real-time processing algorithms analyze occupancy status, 

session duration, and charger availability. The processed information is then relayed to outdoor LED 

displays for user-facing visualization, enabling dynamic updates on parking and EV charging status. 

 
Figure 37 Smart Parking Data Processing Workflow 

 
Figure 38 provides a view of the physical deployment at ASM Terni’s headquarters, showing the 

integration of the ANPR camera, charging stations, and hybrid network video recorder (NVR) setup 

within a LAN-based infrastructure. This configuration ensures seamless connectivity between sensors, 

the processing unit, and the control system, allowing for both real-time monitoring and historical data 

logging via SCADA integration.  

 

Device Model/Name Description / Features Communication / Inter 

I/O Device ADAM 6066 - 6 Digital Inputs 

- 6 Digital Outputs (Relay) 

Ethernet Modbus TCP/IP 

EV Parking 

Sensors  

Pepperl+Fuchs UC6000-

30GM70-I2R2-V15  

- Vehicle presence detection 

for EV charging slots 

Digital Wiring (On/Off) 

via ADAM 6060 

Information 

Display  
Bios MX8-42-20INFOE 

- 4 Text Rows, 20 

Characters per Row 

- Red LED 5mm, 8 cm 

Character Height 

- Reading Distance: 24–32m 

Ethernet ASCII Protocol 

Server Esxi Virtual Machine 
- Windows Server 2019 

Standard Edition  
– 

Database 
Microsoft SQL Server 

2019 Express Edition  
– – 

SCADA & 

Drivers  

AVEVA System Platform 

2020 
– – 

Table 2 Hardware Infrastructure and Functional Overview in SE 02 
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Figure 38 Smart Parking and EV Charging Infrastructure at ASM Terni 

 
Finally, Figure 39 showcases the graphical user interface developed within the ASM control platform, 

where a centralized LED dashboard displays key metrics such as parking stall occupancy (left), EV 

charger availability (center), and both the number of free slots and the average daily parking duration 

(right). This end-to-end system enhances transparency, improves user guidance, and supports more 

efficient management of urban mobility resources.  

 

 

Figure 39 Real-Time Display Interface for Parking and EV Charging Management. 

 
Moreover, ASM, as data owner, has provided via MQTT broker the Smart Parking dataset which EMOT 

integrated into the CPO platform, as shown in Figure 40 below: 
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Figure 40 Smart Parking integration to CPO platform. 

 
During the project, an internal analysis was conducted on the dataset collected from the Smart Parking 

infrastructure deployed in the SE_02 use case. This analysis aimed to better understand user behavior, 

vehicle flow patterns, and temporal occupancy dynamics based on real-world data collected throughout 

the operational phase of the pilot. 

 

The dataset originates from the video surveillance and sensor system and spans approximately two 

months in 2025. It includes more than 6,770 parking session entries; each representing a unique vehicle's 

entry and exit into the monitored parking area. For each session, the system records the entry time, exit 

time, and total parking duration in minutes. 

 

To ensure reliability, the raw data was pre-processed by aligning timestamps, removing inconsistencies, 

and filtering out erroneous records. The cleaned dataset was then enriched by extracting additional 

temporal attributes such as entry hour, day of the week, and week number. 

 

This transformation enabled time-series aggregation and behavioral modeling, laying the groundwork 

for forecasting analysis and operational optimization. To facilitate downstream analysis, the data was 

aggregated into hourly intervals, capturing vehicle count per hour and average parking duration per 

interval. 

 

The dataset exhibits a clear weekday and office-hour usage pattern, consistent with the operational 

nature of the facility. As expected in a semi-public or administrative parking environment, usage drops 

significantly during evenings and weekends, while peaks align with business hours. 

 

To explore usage patterns and support KPI evaluations, several statistical summaries and visualizations 

were generated. Figure 41 shows the distribution of vehicle entries by hour of the day, revealing that the 

busiest periods occur between 08:00 and 12:00, aligning with morning work shifts. A smaller secondary 

peak is visible around 14:00–15:00, possibly linked to afternoon appointments or staff rotation. After 

18:00, entries drop sharply, confirming the site’s day-oriented usage profile. 
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Figure 41 Distribution of vehicle entries by hour of the day. 

 
Figure 42 presents the distribution of parking durations across all sessions. The pattern is right-skewed, 

with a majority of vehicles parked for less than 60 minutes. The average session duration is 

approximately 97.5 minutes, reflecting a high frequency of short-to-medium stay sessions, typical of 

urban mobility hubs or administrative facilities. However, long-tail behavior is also observed, with some 

sessions lasting over 11 hours, suggesting usage by staff or long-term parkers. 

 

 
Figure 42 Distribution of parking durations across the full dataset. 

 
These insights form a strong foundation for predictive modeling and optimization, further addressed in 

the upcoming sections on forecasting and operational efficiency. They also provide valuable inputs for 

future enhancements in parking space allocation, EV charging prioritization, and citizen-facing mobility 

services. 
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Moreover, the electric mobility web application and the flexibility marketplace have been containerized 

to create a consistent execution environment for their applications, enabling them to run reliably across 

NEMO infrastructure, as shown in  Figure 43 Figure 44 

 

 

Figure 43 Electric Mobility Platform in Eclipse Foundation GitLab 

 

Figure 44 Flexibility Marketplace in Eclipse Foundation GitLab 

 
Figure 45 Figure 46 show the YML files needed by Eclipse to start the CI/CD Pipeline, which allows 

Eclipse to rebuild the electric mobility web application and the flexibility marketplace projects every 

time a push is made to the main branch. The pipelines were defined following the official guidelines 

described by the NEMO project. 
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Figure 45 Electric Mobility Platform YML file 

 

 
Figure 46 Flexibility Marketplace YML file 

3.2.2 Test scenarios verification 

 
The SE_02_Test_Scenario_1, defined in D5.3[4], was designed to validate an integrated urban mobility 

framework that leverages EV charging infrastructure to support renewable energy sources (RES) load 

balancing while enabling predictive traffic and parking analytics. The scenario aimed to demonstrate 

how coordinated interaction between the DSO, CPO, and electric Mobility Service Providers (eMSPs) 

can optimize EV charging schedules in alignment with RES availability, thereby contributing to grid 

stability and demand-response strategies. This was coupled with smart city data sources—such as 

weather conditions, noise levels, CCTV streams, public transport schedules, and crowd-sourced 
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mobility inputs—to enable predictive models for traffic flow and parking space availability, ultimately 

promoting citizen-centric eco-mobility services. 

 

Within this scenario, the technical architecture focused on evaluating the end-to-end performance of 

several NEMO platform components. These included the AIoT architecture for distributed data 

ingestion, the Cybersecure Microservices Digital Twin (CMDT) for system modelling, and the use of 

MLOps pipelines leveraging Cybersecure Federated Deep Reinforcement Learning (CF-DRL) for 

model training and deployment. Additional components tested included the Federated meta Network 

Cluster Controller (mNCC), Secure Execution Environment (SEE), and the PRESS framework for 

safety and policy enforcement. Cybersecurity and digital identity attestation mechanisms were 

incorporated to validate secure data flows, while the meta-orchestrator and intent-based migration SDKs 

were responsible for dynamic workload placement across edge and cloud layers. 

 

The scenario addressed a comprehensive set of functional and non-functional requirements 

(SE_02_FR01 to FR13 and SE_02_NFR01 to NFR07) and was aligned with key performance indicators 

(KPI_SE_02_1 to KPI_SE_02_4) defined for the SE_02 use case. Prerequisites included the full 

deployment of the NEMO platform, continuous collection of consumption and production data, and the 

presence of a functional DR marketplace interface between DSO and CPO systems. This scenario served 

as the foundational testbed for assessing the integration and orchestration capabilities of the NEMO 

architecture in a real-world smart city mobility context. 

 

Moreover, Figure 47-49 provide operational evidence from the CMDT SuperAdmin Panel that the 

COMS NEMO cluster is running and that energy-related services are deployed. They show the overall 

cluster status, the OTA (Firmware over the air -service) namespace, the energy-marketplace stack (API, 

worker, blockchain, cache), and a cluster-wide “energy” filter that includes platform controllers and 

NEMO services across nodes and environments. 

 

 
Figure 47 The CMDT SuperAdmin panel showing all running containers (~300) in NEMO cluster federation. 
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Figure 48 The CMDT SuperAdmin panel shows running FOTA service revealing details such as cluster where is 

deployed, cluster node, container name, and tenant. 

 

 
Figure 49 The CMDT SuperAdmin panel filters services of energy-marketplace, part of Smart Energy pilot. 
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Figure 50 The CMDT SuperAdmin panel filters services deployed on COMS’ NEMO-Energy cluster. 

 

3.2.3 Final validation results and KPIs Evaluation 

Table 3 summarizes the KPIs previously defined and refined in D5.1, D5.2[3], and D5.3[4], followed 

by a detailed analysis of how each KPI was achieved. 

 

KPI ID Name Description Measurement/ 

Assesment method 

Target 

KPI_SE_02_1 Time 

granularity 

Time granularity 

for monitoring 

Measure the data 

gathering sampling 

rate 

< 1 s 

KPI_SE_02_2 Number of 

measurements 

Interaction 

capability 

Measure the field data 

amount collected 

> 100.000 

measurements/minute 

KPI_SE_02_3 Number of 

sources 

Measure the 

money saved 

involving EV 

users in DR 

campaigns 

Measure the field data 

amount collected 

money saved: 0.05 

€/kWh 

KPI_SE_02_4 RES utilization 

in EV charging 

Measure the 

percentage of 

renewable energy 

used to charge the 

EVs involved in 

DR campaigns 

Measure the 

percentage of 

renewable energy used 

to charge the EVs 

involved in DR 

campaigns 

> 50% 
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KPI ID Name Description Measurement/ 

Assesment method 

Target 

KPI_SE_02_5 Increase urban 

Electrical 

Vehicles 

charging 

efficiency 

Increase urban 

Electrical Vehicles 

charging 

efficiency 

Evaluation of 

measured data 

leveraging data of the 

network 

20 % in comparison 

with daily average 

value 

Table 3 List of KPIs in SE_02 

KPI_SE_02_1 

Time granularity for monitoring:  

As detailed in KPI_SE_01_1, the monitoring infrastructure includes two PMUs operating at 50 Hz (20 

ms) and six PQAs with 1-second granularity, enabling high-resolution, time-synchronized monitoring 

of the distribution network. 

 

In the SE_02 Use Case, this setup is further extended to include EVs and charging stations, which 

provide data with a granularity of 1 second.  

 

KPI_SE_02_2 

Interaction capability:  

In addition to the 168,000 measurements per minute achieved in SE_01, the SE_02 use case expands 

the monitoring infrastructure by integrating 10 EVs and 3 charging stations. These additional 

components are configured to measure 27 electrical parameters in total, contributing further to the 

system's data exchange capacity. As a result, the overall interaction capability of the SE_02 reaches 

9,060 measurements per minute, reflecting enhanced observability across both grid and e-mobility 

layers. 

 

KPI_SE_02_3 

Measure the money saved involving EV users in DR campaigns:  

Demand response (DR) campaigns are performed by DSO in order to balance the energy in a grid with 

high penetration of renewable energy sources. In particular, reverse power flow due to renewable energy 

surplus causes stability and safety problems, like voltage rise, frequency imbalance and fault equipment 

tripping; for this reason, DSO money saved involving EV user in DR campaigns is equal to 0.06 €.  

 

KPI_SE_02_4 

Measure the percentage of renewable energy used to charge the EVs involved in DR campaigns:  

The KPI_SE_02_4 on RES utilization in EV charging measures the share of renewable generation used 

to supply EV charging demand. For this analysis, six months of data in 2024 were considered, with EV 

absorbed energy measured at the 22 kW charging stations and PV production from the 60 kW plant. The 

calculation is based on the ratio between EV charging demand supplied by PV and the total EV charging 

demand, expressed as a percentage. During the observed period, EV charging demand amounted to 4.11 

MWh, while PV production reached 53.50 MWh. In 97.4% of days, PV generation exceeded EV 

charging demand, ensuring that charging was fully covered by renewable energy, while only in 2.6% of 

days demand surpassed PV production and grid electricity was required. Overall, RES utilization for 

EV charging exceeded 97%, significantly higher than the 50% threshold, confirming that local 

renewable generation largely supported the charging process and validating the KPI target. 

 

KPI_SE_02_5 

Increase urban Electrical Vehicles charging efficiency:  

In parallel, charging efficiency was assessed by comparing the measured absorbed energy with the daily 

average baseline, reflecting the alignment of charging demand with renewable availability and reduced 
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reliance on external supply. The analysis shows an efficiency improvement exceeding 20% compared 

to the baseline, thereby achieving the KPI target. 

3.2.4 Lessons Learned and Replication guidelines 

As part of the SE_02 pilot, the researchers conducted a structured analysis of smart parking data to gain 

a deeper understanding of user behavior and system dynamics. The data, collected from sensors and 

cameras, revealed clear patterns aligned with office-hour usage, short-to-medium stay durations, and 

limited activity during evenings and weekends. These findings confirmed the importance of context-

aware forecasting and system design tailored to real-world usage patterns. The experience highlighted 

the value of high-resolution parking data in optimizing resource allocation, guiding future EV charging 

integration, and informing smarter urban mobility planning. 

 

In terms of replication, the modular design of the trial allows for straightforward adoption in other urban 

environments. Parking sensors, ANPR cameras, and EV chargers can be integrated into local clusters, 

with data processed and visualized through standardized interfaces such as MQTT brokers and 

dashboards. By leveraging NEMO’s automation features, including containerization and CI/CD 

pipelines, municipalities and operators can deploy similar solutions with minimal adaptation. This 

ensures not only technical scalability but also transferability of the behavioral insights, enabling other 

cities to optimize mobility resources, improve charging efficiency, and advance citizen-centric e-

mobility services. 
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4 Smart Manufacturing & Industry 4.0 Trial 

The Smart Manufacturing & Industry 4.0 Pilot trail at Continental plant Ingolstadt considers two 

applications to be implemented, relevant to validating NEMO. 

 

The SM_01 “Fully automated indoor logistics/supply chain” targets ADAS manufacturing. Currently, 

handling and transport of material (SMD-Components) from the Auto Store to the production sites are 

performed manually every 30 minutes. By utilizing a 3D-Vision-Camera for Bin Picking Application, 

an integrated Barcode Scanner and collaboration between different robot systems, Continental aims to 

fully automate controlled material picking from Auto Store and autonomous transfer to the production 

line.  

 

The SM_02 “Human-centered indoor factory environment safety” will provide a high precision AGV 

localization layer merging real time localizations info obtained from cognitive sensors (safety cameras, 

radar and Lidar). A high speed and ultra-low latency (TSN) private wireless network will support 

massive data uploads to the edge cloud facilities, where AI functions will detect the position of each 

body and build a "safety shell" around it to ensure human-centered safety, while federated CF-DRL will 

enable model transfer learning to the AGVs to enable autonomous avoidance of potential collision 

between AGVs, or between a worker and an AGV. 

From a technological point of view, the Smart Manufacturing & Industry 4.0 Pilot aims to implement 

and validate the innovative architectural solution proposed by NEMO in order to fully automate the 

production workflows. The solution developed within the Pilot will achieve two major objectives at the 

level of process automation, namely:  

 

• monitoring and detection on the manufacturing workflow 

• and ensuring the manufacturing safety procedures 

•  

The NEMO platform will provide the functionalities of two monitoring systems through equipment and 

sensors, namely Bin Picking system for the automation of the manufacturing process and sensor system 

for assessing the working environment.  

 

At the level of the communications infrastructure, an IoT/5G Time Sensitive Networking network will 

be implemented, and the orchestration of services will be done through intelligent Open API algorithms. 

Within the trial, emphasis will be put on implementing next generation of IoT applications related to 

AGVs-AGVs and AGVs-human operators collision prediction, detection and avoidance through real-

time positioning and federated ML hosted locally and in the 5G/WiFi edge. 

  

Smart Manufacturing and Industry 4.0 Pilot trail has great potential for real exploitation and in 

strengthening European business development especially through the advantages of metaOS 

applications. The trail enables flexible use of available resources, either near/far edge or cloud. 

Furthermore, advanced network management for ensuring strict latency/bandwidth requirements are 

covered. This enables specific measures to be implemented in the trail, resulting in significant process 

optimization and performance improvement through the complete automation of the material flow from 

the warehouse to production. Non-value-added processes are thus reduced. The error-free just-in-time 

provision of materials enables increased planning security and optimized warehousing can be realized. 

The extensively increased efficiency in the logistics processes results in cost reduction. The high cost 

pressure in best-cost countries in Europe can thus be counteracted and a contribution can be made to site 

security of European production locations. 
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Furthermore, environmental sustainability, considering energy consumption & efficiency and green 

energy usage in service allocation and delivery can be achieved. The quality increase in material 

provision enables reduced resource consumption on the one hand and reduces production waste on the 

other. The sustainability of production and the entire supply chain is optimized, thereby achieving a 

higher Green Plant certification, and thus improving the image of European production sites. In addition, 

the risk of accidents at work is reduced and the ergonomics of work processes are improved through 

higher automation. 

 

Cross-domain collaboration through data sharing, brokering and monetization is another innovative 

added value for the European locations. The increased automation and standardization of processes 

means that these can also be transferred to other locations. In addition, a simple and secure exchange of 

data between different locations in Europe is possible, resulting in new, promising application scenarios. 

Continental develops and produces driver assistance systems, which are an important building block for 

automated, safe and comfortable traffic. It is crucial for Europe to participate in this promising core 

business and to further expand its good market position in Europe. Continental is one of the market 

leaders with headquarters in Europe. Robotics in general and particularly Cobots have a strong impact 

within highly automated production facilities. As market demands transformation and demographic 

change induce new challenges on mass production, Continental has already undergone feasibility and 

profitability assessment for the application of flexible Cobots in upcoming assembly facilities. In 

parallel, Continental investigated Cobots and AGVs with respect to the strict requirements of electronic 

production and has gained deep insight into industrial needs and problem settings. The Continental 

location in Ingolstadt is the ADAS lead plant and is therefore responsible for testing, establishing and 

disseminating promising technologies at other Continental locations. Innovative manufacturing 

processes are set up in Ingolstadt for the first time and upon successful verification are transferred to the 

other ADAS sites. In this way, the NEMO project results, especially the technology solutions developed 

in the Smart Manufacturing & Industry 4.0 pilot, can be profitably exploited and disseminated in Europe.  

NEMO is thus significantly increasing industry in Europe by building up technological know-how, 

optimizing production performance and increasing sustainability of European development and 

production locations. 

4.1 Set up and Integration 

Since D5.3[4], the physical infrastructure of the SM-01 pilot has been fully deployed and finalized. 

 

As part of the Industry 4.0 pilot conducted at the Continental Living Lab, the scTracking application 

(short for Supply Chain Tracking) has been developed and deployed to enable end-to-end monitoring 

and intelligent coordination of supply chain activities within a smart factory environment. The 

application integrates machine learning, robotics control, and log analytics to guide collaborative robots 

(cobots) in handling parts, while also tracking and visualizing each step of the logistics workflow. 

 

This application is fully deployed within the NEMO meta-OS infrastructure, leveraging its 

orchestration, container management, and data handling capabilities to support real-time operation, 

secure access, and scalability across edge and cloud components. 

 

The main functionalities of the scTracking application are: 

 

1. Intelligent Object Picking through ML-Based Visual Analysis 

The first core functionality of ScTracking enables cobot-assisted part manipulation by training a 

machine learning model on images captured from cameras installed in the STAR Living Lab. The 

process consists of: 

• Continuous image acquisition from the shop floor environment. 
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• Training of an object segmentation or detection model to identify optimal grip points. 

• Deployment of the model for inference, guiding the cobot to safely and precisely pick up parts 

without damaging them. 

This ML pipeline is orchestrated by the NEMO platform, which dynamically allocates training and 

inference workloads across the IoT-edge-cloud continuum, optimizing resource use while maintaining 

low-latency performance. 

 

2. Supply Chain Process Monitoring and Log-Based Analytics 

The second major functionality involves tracking all key steps in the supply chain process, from part 

withdrawal to AGV loading by cobots. This is achieved through: 

• Parsing of log files from the STAR Living Lab environment. 

• Extraction of timestamped events corresponding to each of the five major steps: 

o Image Capture 

o Object Detection 

o Object Counting 

o Grip Point Identification 

o Cobot Gripping 

• Storage of parsed events in a PostgreSQL database. 

• Aggregated visual and tabular representation of parts processed, including filters for part codes, 

step types, and time intervals. 

This enables transparent monitoring, traceability, and performance analysis across the entire logistics 

workflow. 

 

 
Figure 51 scTracking architecture and deployment in the NEMO environment 
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The scTracking application is deployed in the Kubernetes environment managed by NEMO, using a 

modular, containerized architecture, as depicted in Figure 51. It comprises the following components: 

 

• Web User Interface (UI): a responsive frontend providing access to all functionalities. Users 

can view historical logs, upload images, configure system parameters, and analyze visual trends. 

• Backend Service: a microservice that: 

o Parses and stores logs from the Conti environment, 

o Manages image acquisition and uploads, 

o Interfaces with the PostgreSQL database and MinIO object storage, 

o Serves data to the frontend via REST APIs. 

 

• PostgreSQL Database: stores structured supply chain event data including timestamps, part 

codes, process steps, and error statuses. 

• MinIO Object Storage: used for storing and retrieving raw and processed images for training, 

inference, and visualization. It integrates directly with ML workflows. 

This architecture ensures full alignment with NEMO’s distributed resource model, allowing the backend 

and ML components to be executed across edge or cloud nodes depending on system load and latency 

needs. 

 

ScTracking implements secure, role-based access control through full integration with the Keycloak 

identity management platform provided by NEMO. 

• Upon startup, the application presents a login screen where users authenticate using their NEMO 

credentials Figure 52. 

• Access is granted only if the user has the appropriate role (e.g., operator, admin). 

• A token-based session is initiated for interacting with backend APIs. 

 

Figure 52 scTracking login screen 
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Upon successful login, users are redirected to a landing page Figure 53 that: 

• Presents an overview of the supply chain tracking process. 

• Highlights the five key process steps being monitored. 

• Provides links to detailed views for data exploration and control. 

The scTracking main menu includes: 

• Tracking History: displays all logged events with timestamp, part code, step code, and number 

of parts, allowing filtering by part code, step code, time range, and sorting by timestamp or 

processing step. 

• Last Activity: identical in structure to Tracking History but limited to the last 24 hours,  designed 

for real-time operational monitoring. 

 
Figure 53 scTracking landing page 

 
• Chart: displays a bar chart illustrating the number of parts processed per step, allowing time-

based filtering for daily/weekly analysis  

• Load Images: enables users to upload new images to enrich the dataset or test ML inference 

behavior. 

• View Images:  allows browsing and inspection of stored images, including inference overlays. 

• Settings: provides configuration options for log sources, cleaning database, Keycloak, MinIO, 

PostgreSQL database connections parameters 

4.2 Test scenarios verification 

The SM01_Test_Scenario_1 (SM01_TS01), described in the deliverable D5.3[4], validates the 

ScTracking application's ability to automatically trace each step of the supply chain process and replace 

previously manual operations of part movement tracking with real-time digital logging and 

visualization. 
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To ensure full transparency and traceability across the supply chain process, the scTracking application 

deployed implements a robust log-based activity tracking mechanism. This mechanism captures all key 

actions performed in the supply chain pipeline — from part retrieval to robotic handover — in a 

structured and timestamped format. 

 

This scenario directly confirms the effectiveness of the log-to-database pipeline implemented by 

ScTracking, as described in the current subsection. It showcases: 

• Real-time operation of part tracking 

• Fully automated data flow from camera/cobot logs to UI dashboards 

• Elimination of manual effort, enabling smarter and more reliable traceability. 

The logs are continuously generated during live operations at the Continental STAR Living Lab and 

reflect real-time events from the integrated cobot environment, vision systems, and logistics control 

modules. In the Figure 54 are displayed a snapshot of a logfile. These logs serve as the primary source 

of truth for process monitoring, event reconstruction, and statistical analysis. 

 
Figure 54 Log file from Continental STAR 

The ScTracking system on the NEMO cloud, integrated with the STAR Living Lab workflow, attends 

the SM01_TS01 scenario, with these achievements:  

• Detect and log each physical step taken by parts (e.g., image capture, detection, gripping) 

• Store event details (e.g., time, part code, success/failure) 

• Display these events instantly in a human-readable format 

• Replace manual logging or operator-based confirmation of part movement. 

As the outcome of SM01_TS01 scenario, the traceability of each detected is available with a complete 

process trail, visualized through charts and tables. 

By accessing the Tracking History or Last Activity, the user can see a comprehensive log of parsed 

events from the laboratory, listing all actions performed in the supply chain process, such as image 
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capture, detection, grip decisions, and cobot actions. These actions are presented in the history table 

having the following codes: 

• TAKEIMG: the visual system takes images of the box containing parts 

• PROCOBJ: the parts have been identified 

• NUMOBJ: the number of parts has been established 

• IDENTPOS: the correct position of gripping has been identified 

• GRIPPART: the cobot handles the piece 

 

Figure 55 Tracking History window

In the Figure 55 is displayed the screenshot of Tracking History window of scTracking application. 

Users can filter entries by part codes, step codes, time windows. The sorting operation is available by 

timestamp, part type, and processing status. A summary count is provided for the number of parts that 

passed the step NUMOBJ. 

The Last Activity window is identical in structure to the Tracking History page, and this module 

focuses specifically on logs from the last 24 hours, enabling users to monitor recent activity without 

navigating large datasets. 

The Chart module offers a visual summary of operational activity within the scTracking system. When 

the user selects the Chart menu item from the main interface, a dedicated page is opened displaying a 

bar chart Figure 56 that illustrates the number of parts processed across the different stages of the supply 

chain workflow. 

Key features of the Chart view include: 

• A bar chart representation showing part volume – number of objects processed established in 

the step NUMOBJ 

• Optional date/time filters to focus on specific operational windows (e.g., today, last 7 days, 

custom range). 

• Live data binding with the backend database to ensure up-to-date visualizations as logs are 

continuously ingested and parsed. 
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This feature is particularly useful for shift supervisors and quality engineers to get a quick overview of 

daily performance, identify bottlenecks, and ensure all parts pass through expected steps without delays 

or interruptions. 

 
Figure 56 Tracking History window 

Time-Sensitive Networking (TSN) 

The 3GPP Release 16 introduces TSN (Time Sensitive Networking) and multiple updates to the 5G. 

The IEEE 802.1 TSN set of standards defines TSN to deliver networking with accuracy by supporting 

deterministic, real-time communication. With the 5G Ultra Reliable Low Latency Communication 

(URLLC) feature, TSN over 5G will achieve precision time synchronization, reliable and low-latency 

networking. Release 16 supports absolute time reference delivery as a service to UEs over the 5G 

System. Enabling TSN over 5G requires end to end TSN time synchronization and TSN 

payload(communication) over the 5G System. 

 

TSN Time synchronization 

TSN time synchronization takes place between TSN nodes which are connected at the edge of a 5G 

system. The TSN nodes are called the TSN Grand Master (GM) and Slave server (End Station), also 

possible to connect multiple TSN slave devices, connected to the edge of the 5GS for end to end TSN 

time synchronization. The End Station synchronizes with the TSN-GM through the 5G system which 

acts as an Ethernet link. Figure1 shows the setup for end-to-end TSN time synchronization. 

 

 
Figure 57 Time-Aware network for TSN time synchronization 
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Integration of TSN into 5G requires new network functions called Network-side TSN Translator (NW-

TT) and Device-side TSN Translator (DS-TT). 

 

The NW-TT receives those gPTP messages and makes an ingress timestamping (TSi) for every gPTP 

event message and uses the cumulative rateRatio obtained within the payload of the gPTP message in 

order to calculate the link delay from the upstream TSN node (gPTP entity) expressed in TSN 

grandmaster (GM) time.  

 

UPF then forwards the gPTP message from TSN network to the UEs through all PDU sessions 

terminating in this UPF that the UEs have established to the TSN network. All gPTP messages are 

transmitted on a QoS Flow that complies with the residence time upper bound requirement specified in 

IEEE Std 802.1AS. 

 

A UE receives the gPTP messages and forwards them to the DS-TT. The DS-TT located in the user 

equipment (UE) receives the gPTP messages and creates an egress timestamping (TSe) for the gPTP 

event messages for external TSN working domains connected to the UE. The residence time spent wihin 

the 5G system (5GS) for this gPTP message is calculated by the difference between TSi and TSe. The 

DS-TT converts the residence time spent within the 5GS in TSN GM time with the rateRatio provided 

by the gPTP message. It also adds the calculated residence time and removes the TSi from the payload 

suffix field of the gPTP message that is sent downstream to the TSN node connected to the UE. 

The sum of the UE-DS-TT residence time and the PDB of the QoS Flow needs to be lower than the 

residence time upper bound requirement for a time-aware system specified in IEEE Std 802.1AS. In 

general, the DS-TT translates the TSN 802.1 protocols on top of 5G networks but cannot be assumed 

that would be a DS-TT capable UEs. 

 

Simulation result and discussion 

The simulation setup comprises a network of interconnected time aware devices. In the scenario the DS-

TT is not integrated with the 5G modem and SIB9 cannot be provided to the DS-TT alternative 

measurement performed using an additional GM to be used for time reference in the NW-TT and the 

DS-TT, as shown in Figure1. 

 

The measurement data has been collected and depicted in Figure2 as a time offset between the GM and 

TSN slave node after end to end TSN time synchronization. The result shows that the time difference 

(offset) between the GM and TSN slave node stays in order of 7-8 us.  
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Figure 58 Time Offset of TSN slave instance after TSN time synchronization. 

There are some peak values observed on the result where the time offset jumps up to 15us, this is due to 

the UE rebooting itself and disconnecting itself from the core networks. When the UE reboots itself, it 

creates a discontinuity on the PTP message exchange between the GM and Slave node and the Slave 

node becomes out of sync from the GM clock. The UE reconnects to the core network within a fraction 

of seconds, which allows the TSN slave device to synchronize back with the GM before it drifts 

significantly. Overall, after having a successful synchronization with the GM the slave server has a mean 

time offset of around 8us.  

An oscilloscope is also used in the setup to observe and analyse the same result discussed above. shows 

Figure 59 the PPS output from the TSN nodes: C1 displays the Slave clock 1PPS, C2 displays the Master 

clock 1PPS, and the statistics shows the time offset between the GM and the slave server clock as a 

delay. The result shows that the time difference between the slave device and the GM is in order of 8us 

and a standard deviation of 0.5us.  For the time span where the data is collected, the standard deviation 

stays around 4us which shows that the synchronization mechanism is working steadily. 

 

Pen
ding EC ap

pro
va

l



 
 

 

 

 
Document name: NEMO Living Labs use cases evaluation results - Final version Page:   68 of 195 

Reference: D5.4 Dissemination:  PU Version: 6.0 Status: Final 

 

 

 
Figure 59 C1: slave-device PPS output, C2: GM clock 1PPS output, and time difference between GM and Slave 

clock. 

The result of the simulation shows that a successful end-to-end TSN time synchronization over the 5G 

system can be achieved with a small time offset between TSN nodes.  

4.3 Final validation results and KPIs Evaluation 

KPIs 

KPI_SM_01_2: Different types of sensors’ data to be analysed (> 10) reached 

KPI_SM_01_3: System reaction in emergency cases (< 0,5 sec) 
under review / 

verification 

KPI_SM_01_4: ADAS supply chain improvement: accuracy (> 30 %) reached 

KPI_SM_01_5: Cost and time reduction (> 20%) reached 

KPI_SM_02_1: Different types of AGV and Cobots to be addressed (> 4) reached 

KPI_SM_02_3: Improve human collision avoidance and manufacturing safety (30 

%) 

under review / 

verification 

KPI_SM_02_4: Cost and time reduction (> 20%) reached 

Table 4 KPIs Evaluation 
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4.4 Lessons Learned and Replication guidelines 

The Smart Industry pilot highlighted the benefits of applying a Meta-OS approach in manufacturing 

environments. A key lesson learned is that integration across diverse systems—from robotics and vision-

based cobots to safety sensors and supply chain monitoring tools—requires clear interfaces and strong 

interoperability support. The pilot also emphasized the importance of human-centered design, as safety 

and worker acceptance are critical factors in industrial adoption. 

 

In terms of replication, the use cases explored in this pilot—automated logistics and human–machine 

safety monitoring—are relevant to a wide range of factories beyond the specific context addressed here. 

Replication would benefit from focusing on modular deployment, where specific NEMO-enabled 

services (such as tracking or edge-to-cloud orchestration) can be adapted to different industrial settings. 

Aligning deployment with existing digital transformation strategies, such as Industry 4.0 roadmaps, can 

further support adoption. 
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5 Smart Media & XR Trial 

Smart Media City 

The Smart Media Trial aims to enhance the experience of spectating live sporting events by integrating 

AI-driven data analysis and XR capabilities to enrich media content. During the race, spectators and 

selected runners capture media content using smartphones, tablets, GoPro cameras, and, where 

available, IP cameras and drones along the running circuit. This incoming content undergoes automated 

processing, annotation, and rendering, with AI/ML models running partially on devices and partially at 

the edge. A curated selection of this content is then broadcasted in real time, such as through social 

media, based on the location of leading runners and notable race events, as identified through automated 

and user-provided annotations. 

 

Urban city marathons and races have been used for decades as public events to enhance the image of a 

city, provide tourist   attractions and exemplify the value of sports for healthy living and dedication. 

With thousands of local visitors and viewers, media channels strive to provide the best possible viewer 

media experience by dedicating more and more resources to cover it in detail and also foster visitor 

attendance and interest. Currently, local viewers of the race have limited ways to stay informed on the 

race status. They can either locate passing runners at their location or monitor radio or live-streaming 

TV shows. All choices leave them with little information on the race status they are interested in and 

without the possibility of involvement unless they use social media channels. 

 

The implementation of this solution faces several challenges, including integrating large video feeds and 

IoT devices with existing media infrastructures and ensuring a user-friendly experience for outdoor 

events.  The solution leverages a novel cloud-based meta-OS framework to provide and manage the 

resources needed for a) handling and analyzing the video feeds, b) for AI annotation of the video feeds, 

and c) for interfacing with a consumer smartphone app. Various risk factors are involved in 

implementing such a solution, such as the usage of high computing resources, network latency, high 

video latency, the synchronization of events with media content, the right access to content with privacy 

preservation and the quality of Experience (QoE) optimization 

 

Smart Media XR 

The XR viewpoint enhances VR experiences using gestures recognition and biometric data. The 

experiences that will be enhanced are: a) A VR Head Mounted Display (HMD) experience regarding 

the visit of an ancient Greek Workshop and b) An interactive real-time VR Dome experience that is 

presented at the Tholos Dome VR Theatre of the Hellenic Cosmos. The trial consists of several micro-

services that are going to be deployed in the continuum (central cloud, edge cloud, IoT devices) via the 

NEMO platform. The infrastructure in FHW premises (local VMs, servers, IoT/VR devices, etc) consists 

of the edge/IoT infrastructure and external infrastructures (Central Cloud, HPC servers) will be used for 

services that demand high computational resources. 

 

Virtual Reality (VR) can cause discomfort for some users due to a variety of factors. This discomfort is 

often referred to as VR sickness or cybersickness, and it shares similarities with motion sickness. 

Furthermore, since the usage of a VR headset isolates the user, it is not easy for the administrator to 

understand if the user faces any problem. 

5.1 Round of Athens Race 

The Trial stadium description is well documented in D5.2[3], D5.3[4]. The trial took place outdoors. 

The use case was hosted by the Municipality stadium of Egaleo in Athens and deployed a scenario with 

the race happen inside a Olympic Size Stadium. This is done on purpose to stress the KPI specified and 

to test in a more “realistic” environment. 
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Figure 60 Stadium Location and Race Circuit 

 

 
Figure 61 Architectural Topology Diagram of Trial 

5.1.1 Set up and Integration 

5.1.1.1 Processing the stream 

At the day of the Pilot, 5G coverage was secured throughout the Stadium Site and the availability of 

public IP connection to the respective VM hosted at OTE. The OTE based cluster was registered to 

NEMO for services and the diagram below explains the connection flow. Spectators of the race around 

the stadium besides watching the race were also using the dedicated smartphone app for participation. 

The app connected to the Public IP (193.218.97.148:8021) and streamed all user media and metadata. 
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The cluster internally translated the media received on the public IP to multiple internal IP addresses 

which were handles by VNFs of the Media Production Engine. The Media Production Engine running 

on the VM processed the media, using NEMO services for AI/ML annotation, Quality of Experience, 

Network Management, Decoding and Encoding and production Control. The final streams that were 

exported by the VM were send to an RTMP server publicly accessible (at 193.218.97.148:8023). All the 

smart phone app participants received automatically the rtmp server streams and where able to watch 

the stream with the desired annotation. Such as for example all streams where a runner with a specific 

Bib number was visible. Besides the Bib number streams were annotated also with GPS and user 

comments. Although the rtmp streams were designed to be used with the smart phone app for maximum 

integration, any rtmp client was able to receive the streams missing ofcourse the metadata portion and 

ability to select stream data. 

 

 
Figure 62 Communication Diagram of the Smart Media City Pilot 

 
For the communication and the traffic delivery from the Egaleo stadium “Eva Cristodoulou” to the 

NEMO platform and Smart media Use case components hosted in OTE premises, OTE created a 

dedicated APN (Access Point Name) namely i-trialnemo with the following characteristics.  

  

 
IKE Phase 1 

Key Exchange Encryption AES-256 

Data Integrity SHA256 

Diffie-Hellman Security Associations Diffie-Hellman Group 14 

Pseudo-Random Function (prf) SHA256 

Security Associations Lifetime 86400 seconds (1440 minutes) 

Pre-Shared Secret Key N/A 

IKE Phase 2 

Encapsulation ESP 

Encryption Algorithm AES-256 

Data Integrity SHA256 

Perfect Forward Secrecy Yes (Diffie-Hellman Group 14) 

Security Associations Lifetime 3600 seconds (60 minutes) 

 
Firstly, the service configuration was created defining the path from the network to the NEMO cluster, 

as following:  
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Ipsec tunnel cosmote: 195.167.65.105.  

Ipsec tunnel i-trialnemo:     193.218.97.148 

i-trialnemo destinations server : host 172.25.12.0/24 

Static Mobile Range:   "10.26.240.32/28" 

Encryption scheme: IKE , Authentication algorithm: SHA256, Encryption algorithm: AES256 

Authentication Method: Pre-Shared Secret : @nemo2025OTE, Diffie-Hellman group: 14  

Renegotiate IKE (phase 1) Security Associations every 86400 sec 

Renegotiate IPsec (IKE phase 2) Security Associations every 3600 sec  
 
Then an APN (Access Point Name) dedicated to the NEMO Smart Media pilot was created in two 

phases.  

 

PHASE 1: APN Configuration and Verification 

In this phase, The APN name (i-trialnemo) is selected and configured. The mobile network determines 

if a data connection is allowed and how it should be established.  

 
IKEv2 SAs: Session-id:23843,  

Status:UP-ACTIVE, IKE count:1,  

CHILD count:1 

Tunnel-id Local Remote Status  Role 2553806655 

195.167.65.105/4500 

193.218.97.148/4500 

READY    RESPONDER 

 Encr: AES-CBC, keysize: 256, Hash: SHA256,  

DH Grp:14, Auth sign: PSK, Auth verify: PSK 

 Life/Active Time: 86400/209 sec 

 Session-id: 23843 

 Status Description: Negotiation done 

Local spi: 2B70457EF4E13ACB       Remote spi: 

FC34ED9D7EF97C5A 

Local id: 195.167.65.105 

Remote id: internal-ca 

Local req mess id: 20 

Remote req mess id: 2 

Local next mess id: 20 

Remote next mess id: 2 

Local req queued: 20 

Remote req queued: 2Local window: 1 Remote 

window: 1 

DPD configured for 10 seconds, retry 2 

NAT-T is detected  outside 

Mobike is enabled 

 

IKEv2 Fragmentation Configured MTU: 576 bytes, 

Overhead: 28 bytes, Effective MTU: 548 bytes 

Parent SA Extended Status: 

Delete in progress: FALSE 

Marked for delete: FALSE 

Child sa: local selector  10.26.240.32/0 - 

10.26.240.47/65535 

remote selector 172.25.12.0/0 - 172.25.12.255/65535 

ESP spi in/out: 0xbd0feb96/0xceb062d3   

AH spi in/out: 0x0/0x0   

CPI in/out: 0x0/0x0   

Encr: AES-CBC, keysize: 256, esp_hmac: SHA256 

 ah_hmac: None, comp: IPCOMP_NONE, mode 

tunnel 

 

 
Phase 2: Connection Establishment and Routing 

Once the APN is verified and accepted, the data connection is established. This includes: 

• Creating the PDP Context (or Bearer Session in LTE/5G): A virtual path is created for data 

transfer. 

• Provisioning Connection Parameters: The network provides technical settings like DNS 

servers, gateway address, etc. 

• Data Flow Activation: At this point, the connection is fully active, and data can be sent and 

received through the specified APN. 

show crypto ipsec sa peer 193.218.97.148 

peer address: 193.218.97.148 

Crypto map tag: OUTSIDE_MAP, seq num: 590, 

local addr: 195.167.65.105 

inbound esp sas: 

spi: 0xBD0FEB96 (3171937174) 

SA State: active 

transform: esp-aes-256 esp-sha-256-hmac no 

compression  
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 access-list VPN_ACL_APN_I-TRIALNEMO 

extended permit ip 10.26.240.32 255.255.255.240 

172.25.12.0 255.255.255.0 log  

local ident (addr/mask/prot/port): 

(10.26.240.32/255.255.255.240/0/0) 

remote ident (addr/mask/prot/port): 

(172.25.12.0/255.255.255.0/0/0) 

current_peer: 193.218.97.148 

#pkts encaps: 0, #pkts encrypt: 0, #pkts digest: 0 

#pkts decaps: 0, #pkts decrypt: 0, #pkts verify: 0 

#pkts compressed: 0, #pkts decompressed: 0 

#pkts not compressed: 0, #pkts comp failed: 0, #pkts 

decomp failed: 0 

#pre-frag successes: 0, #pre-frag failures: 0, 

#fragments created: 0 

#PMTUs sent: 0, #PMTUs rcvd: 0, #decapsulated 

frgs needing reassembly: 0 

#TFC rcvd: 0, #TFC sent: 0 

#Valid ICMP Errors rcvd: 0, #Invalid ICMP Errors 

rcvd: 0 #send errors: 0, #recv errors: 0 

local crypto endpt.: 195.167.65.105/4500, remote 

crypto endpt.: 193.218.97.148/4500 

 path mtu 1500, ipsec overhead 86(52), media mtu 

1500 

PMTU time remaining (sec): 0, DF policy: copy-df 

ICMP error validation: disabled, TFC packets: 

disabled. current outbound spi: CEB062D3 

current inbound spi : BD0FEB96 

in use settings ={L2L, Tunnel,  NAT-T-Encaps, 

IKEv2, } 

slot: 0, conn_id: 72414, crypto-map: 

OUTSIDE_MAP 

sa timing: remaining key lifetime (kB/sec): 

(4331520/3413) 

IV size: 16 bytes 

replay detection support: Y 

Anti replay bitmap:  0x00000000 0x00000001 

outbound esp sas: 

spi: 0xCEB062D3 (3467666131) 

SA State: active 

transform: esp-aes-256 esp-sha-256-hmac no 

compression  

in use settings ={L2L, Tunnel,  NAT-T-Encaps, 

IKEv2, } 

slot: 0, conn_id: 72414, crypto-map: 

OUTSIDE_MAP 

sa timing: remaining key lifetime (kB/sec): 

(4193280/3413) 

IV size: 16 bytes 

replay detection support: Y 

Anti replay bitmap: 0x00000000 0x00000001 

nymaFW2140-1/corp/pri/act# 

 

 

Moreover, OTE deployed an RTMP server (virtual function) that acted as a content cache/ buffer 

between the output video and the smartphone application.  The server characteristic as shown from the 

proxmox environment are depicted in Figure 63. 

 

 
Figure 63 The proxmox environment. 

5.1.1.2 Internal VM service implementation 

The main deployment site was hosted at OTE premises in Athens, where a dedicated virtualized 

infrastructure was established using Proxmox VE. On top of this virtualization layer, a set of virtual 

machines (VMs) was deployed to support the operation of NEMO-compliant services. Among these, a 

dedicated Kubernetes cluster was provisioned to orchestrate the media-related components of the pilot. 

This Kubernetes cluster functioned as the local NEMO media cluster, successfully connected to the 

central NEMO infrastructure, forming part of the wider federated meta-OS environment. This 
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interconnection enabled the use of NEMO’s core capabilities such as workload migration, service 

observability, and secure execution orchestration. 

 

In parallel, Telefónica I+D (TID) deployed an additional remote production server at its premises in 

Madrid, which was securely connected via VPN to the OTE infrastructure in Athens. The goal of this 

configuration was to enable remote production, allowing media professionals located in Spain to 

supervise, manage, and process the live video contributions being captured at the race venue in Athens. 

This setup offered a realistic demonstration of distributed content production over a federated edge-

cloud infrastructure, showcasing the flexibility and operational potential of the NEMO framework. 

 

To further evaluate the quality and reliability of the end-to-end communication across the setup, a series 

of network performance tests were carried out using iperf3 with both TCP and UDP protocols. These 

tests enabled the analysis of the key metrics such as bandwidth, latency, jitter and packet loss between 

the production server in Madrid and the edge infrastructure in Athens. According to the Figure 64, there 

is a TCP throughput of X Mbps, UDP jitter of X ms, and packet loss rate of X %. This data contributes 

to the validation of the connectivity and the overall performance of the NEMO framework in a 

distributed media production scenario.  

 

Figure 64 shows the console output on the Proxmox core, receiving TCP traffic from TID. The 

throughput reached approximately 33.1 Mbits/sec, with 39.7 MBytes of data transferred, confirming a 

generally stable connection on the receiver’s end. 

  

Figure 65 displays the iperf3 tests performed from the TID terminal, showing two test modes: 

• TCP mode: delivering up to 34.5 Mbit/s towards the core 

• UDP mode: sending a 10 Mbits/sec stream, achieving low jitter (0.124 ms) and minimal packet 

loss (0.12%) 

These results demonstrate the effectiveness of the VPN-based connection in the NEMO framework, 

supporting low latency and high-quality media for distributed live production workflows. 

 

 
Figure 64 TCP Traffic Reception on Proxmox Core 
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Figure 65 TCP and UDP Network Performance Tests from TID to Proxmox 

 

 
Figure 66 Remote production environment in TID premises 
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Deployment of the services adhered to the standardized NEMO pipeline using FluxCD Figure 67 for 

continuous delivery. Each service was defined declaratively through dedicated YAML manifests stored 

in the repository. Leveraging a GitOps-based approach, all changes were version-controlled and 

automatically synchronized with the cluster, ensuring secure, consistent, and reproducible deployments 

in line with project-wide DevSecOps best practices. 

 

 
Figure 67 FluxCD environment for smart media pilot 

 
It is worth noting that the automatic deployment process was restricted to the media-specific cluster, as 

a deliberate choice to isolate the media trial from other verticals, facilitating independent debugging and 

performance monitoring. All necessary Helm charts and Kubernetes manifests were version-controlled 

and aligned with the NEMO component registry and configuration standards. 

 

A crucial part of the integration was the use of NEMO’s RabbitMQ message broker, configured with a 

dedicated queue named uc-media. This queue served as the central data pipeline between backend 

services and the mobile application. Components producing metadata (e.g., video quality probe, AI 

engine…) published their messages to the uc-media queue. These messages were later consumed by the 

mobile application, enabling real-time updates and synchronization of media content and control flows. 

 

 
Figure 68 RabbitMQ specific queue for use case 
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The live trial was conducted at the Egaleo Stadium in Athens, which was prepared to simulate a realistic 

live race scenario. The venue was configured with multiple recording points, and several runners were 

mobilized across different segments and contextual situations—including varied lighting, occlusions, 

and movement patterns—to emulate real-world operational constraints for video analysis and metadata 

extraction. This allowed the system to be tested under a range of conditions reflecting the complexity of 

live sports broadcasting and remote orchestration. 

 

Integration activities included: 

 

• Finalization and provisioning of the Proxmox-based VM infrastructure at OTE. 

• Setup of the Kubernetes media cluster, integrated into the NEMO federated environment. 

• Connectivity setup between the local media cluster and the central NEMO orchestrator. 

• Establishment of VPN connectivity between TID (Madrid) and OTE (Athens) to support remote 

video production workflows. 

• Deployment of core services via FluxCD, including configuration and CI/CD pipelines. 

• Configuration and validation of the RabbitMQ uc-media queue. 

• Physical preparation and testing at Egaleo stadium, including live video capture and movement 

scenarios with runners deployed across the field. 

5.1.1.3 The Smart Phone Race Application 

 
Figure 69 NEMO mobile app (1) 

The NEMO mobile app provides a way to experience a Marathon by bringing spectators and participants 

closer to the action in real time. With live streams available from multiple locations along the route, 

users can follow the race from different angles as it happens. Beyond just watching, the app allows users 

to take their own photos and videos during the event and upload them directly, helping to create a shared, 

crowd-sourced collection of moments. Each user has a dedicated “My Contributions” section where 

their uploads are saved to revisit. With its simple layout and interactive features, NEMO makes 

following and contributing to large-scale events like the Athens Marathon more engaging and personal. 
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Figure 70 NEMO mobile app (2) 

5.1.2 Test scenarios verification 

The Smart Media trial's technical validation was carried out based on the test scenario detailed in the 

table below.  

 
Scenario: SC01_Test_Scenario_1 

Scenario ID SC01_Test_Scenario_1 

Objective 

 

 

Enhance the live sport event spectating experience by enriching the content 

through AI driven data and content analysis via NEMO components and manual 

production control. Nemo will provide the base components to facilitate 

communication, network access, migration etc. 

Description During the race, media content is captured by many spectators and selected runners 

along the running circuit using smartphones/tablets and GoPro cameras, and if 

available IP cameras and drones.  

Incoming content is automatically processed, annotated, and rendered (partially on 

the device using already trained AI/ML models and partially at the edge), and a 

selection is directly broadcast (e.g. via social media) based on location info of the 

(top) runners and interesting events during the race (e.g. based on contributor 

annotation). 

The audience has the option to improve their contributions and can interact with 

contributors in case of specific race incidents. The emphasis is on real-time user 

generated content processing and rendering in the the cloud. The AI/Models were 

trained to recognize the Racing Bib Numbers on each athlete in order to first 

understand the runners in each stream and then enhance the positioning 

identification of the stream and runners in it. 

NOVO’s mobile app aims to engage runners/spectators/users, facilitating both 

enhanced content experience and feeding captured events combined (pictures, 

videos and/or annotations, time and location data). 

Features to be 

tested 

meta-Orchestrator, Intent-based SDK (manual authoring),    

Identity Management & Access Control (users), 

Intent-based Migration-Controller, CF-DRL (for AI), 

MOCA (for monetization services), CMDT (for Delivery manager optimization 

training 

Requirements 

addressed 

SC_01_FR01-22,  

SC_01_NFR01-06 
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Scenario: SC01_Test_Scenario_1 

KPIs KPI_SC_01_1-7 

Prerequisites The NEMO platform was accessible and running. More than 10 users were be 

available for using the App and the Trial infrastructure.  More than 5 video feeds 

were as sources available at any time. Sources were user content provided through 

the App and a 360 camera. A 4-5G network covered all places in order to provide 

high bandwidth and multipath connectivity.  

User with Phones and App were installed. Media Managers for receiving streams 

and distribution of processed streams were available through NEMO registered 

components. Production Control system for stream authoring was present as NEMO 

plugin service. An AI component as a NEMO resource for automatic annotation 

was used. The Network Probe was used for Media adaptation on network quality. 

Test steps NEMO was deployed and operational. This included: 

• Media Production Engine, which includes virtualized video editing tool, 

virtualized video coding, virtualized video mixer, virtualized video 

compressor. 

• Cognitive services, which includes data processing, virtualized video 

annotation tool, AI engine, QoE optimizer, data fusion with external data. 

• Emission selector, which includes AI engine, Virtualized Media Delivery 

Manager for delivery. 

• Smartphone cameras of spectators and a 360 camera connected to platform 

and send real time data. 

• The platform users (professionals) are registered to the platform. 

 

Production control commences and AI component started analyzing video feed at 

the same time NEMO collects monitoring data and workloads. 

Users interacted with the APP, choose what their desired viewing experience 

(general overview, specific runner, action event etc.), but also contribute 

uploading video and actions as they happen live. 

Success state The users had access to enriched content that included: 

• GPS location of the cameras and runners. 

• AI driven BiB and street image detection for running events. 

• A program signal created by a professional technical director. 

• Runners’ numbers recognition for race positioning tracking. 

Failure state AI component did not fail to identify runner BiB numbers. 

Production control provided qualitative stream. 

App did not fail to stream or view specific events. 

GPS signal was enhanced. 

Responsible for 

testing and 

implementation 

UPM, NOVO,OTE, TID 

Table 5 Test scenario Smart Media 

 
To support the Smart Media use case in the “Round of Athens Race” pilot, a modular and cloud-native 

architecture was designed and deployed. This architecture was structured to address the challenges of 

live multimedia acquisition, cognitive processing, content orchestration, and real-time content delivery, 

while also demonstrating the core capabilities of the NEMO platform. 
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Figure 71 Architecture of Smart Media Trial 

 
As shown in Figure 71, the architecture consists of several interconnected functional modules grouped 

by their role in the multimedia pipeline. These components are organized across distributed 

environments (on-site in Athens and remote in Madrid), with a subset of them deployed as Kubernetes 

pods, following NEMO's orchestration guidelines. 

 

The pipeline starts with video acquisition from mobile or event sources and ends with real-time delivery 

to mobile spectators, including enriched metadata and AI-generated insights. A key feature of this setup 

is the remote production capability, which allows the management of media workflows from 

geographically distant sites through a VPN-secured connection. This enabled production control and 

stream supervision from Madrid (TID), while media was being captured and processed on-site in Athens 

(OTE). 

 

Each component is categorized based on its role in the media pipeline—acquisition, processing, 

cognitive enrichment, production control, and delivery: 

 

• Race Stream App: Captures live video from user devices (e.g., smartphones) during the race. 

• Media Gateway Manager: Bridges external media inputs with internal processing pipelines. 

• Media Production Engine:  

o Stream Transcoder: Converts incoming streams to desired formats or bitrates. 

o Stream Monitor: Tracks stream bitrate, encoding, RAM usage… 

o Production Core: Coordinates real-time media mixing, scene switching, and source 

selection.  

In the case of the UPM site, a VM named “voctocore” was provisioned in Proxmox, 

specifically design to host the core component of the media manager. To ensure 

portability across environments, this core service was containerized using Docker.  
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As show in Figure 72, the voctocore VM is configured with 23 GiB of memory and 64 virtual CPU 

cores. In Figure 73 it can be seen the initialization of the video manager pipeline, where multiple TCP 

ports are configured.  In addition, Figure 74 illustrates the runtime resource usage of the VM.  

 

 
Figure 72 Hardware configuration of the voctocore VM deployed on Proxmox. 

 

 

 
Figure 73 Console output showing the initialization sequence of the video manager core. 
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Figure 74 CPU and RAM usage graph for the voctocore VM. 

 
• Production Control: External control interface used for managing streams remotely (located 

in Madrid, connected via VPN).  

 

The graphical user interface used for production management is based on the Voctogui 

component, a GTK-based frontend that connects to the Voctomix core and provides visual 

feedback of the live video mix[6]. This interface operates with hardcoded TCP port assignments 

and listens to the video streams transmitted by the core, which allows direct, low-latency 

interaction with the video pipeline. 

 

Voctogui enables remote production operations by offering a set of predefined layout modes 

that can be dynamically selected during the live execution, including: Fullscreen, Picture in 

Picture, Side by Side Equal and Side by Side Preview.  

 

The interface handles up to three distinct input sources, cam1, cam2 and cam3, which can 

correspond to different video streams of files. These inputs are synchronized and managed by 

the core, with Voctogui reflecting the current configuration and visual layout in real time.  

 

From an implementation perspective, the client must be specified to connect to the IP address 

of the machine hosting the core service. In this case, the address corresponds to the Proxmox 

VM (172.25.12.2). This setup allows Voctogui, running remotely (e.g., from Madrid) to control 

and monitor the live production hosted at the UPM node over the VPN. 
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Figure 75 Voctogui Production Interface 

 
• Cognitive Services: Hosts AI-driven decision-making and semantic processing functions. 

o Video Quality Probe: Evaluates the visual quality of streams for adaptive processing or 

alerts. It is a key component designed to assess the perceptual quality of video streams 

in real time. Its main objective is to support adaptive streaming mechanisms and 

generate alerts when quality degradation is detected, based on objective, data-driven 

metrics. This approach addresses the inherent limitations of traditional subjective 

evaluation methods, such as Mean Opinion Score (MOS) values, which are costly, time-

consuming, and lack standardization. The Video Quality Probe component ensures a 

scalable and consistent evaluation of the Quality of Experience (QoE) by automating 

the estimation of MOS. 

 

At the core of the system lies a machine learning model trained on a rich and 

heterogeneous dataset comprising over 3.000 annotated video sequences drawn from 

established public video databases. This dataset is designed to capture a wide range of 

video content and quality degradations, ensuring that the machine learning model is 

robust and generalizes well across various real-world scenarios. 

 

The feature extraction process is grounded in the use of a comprehensive set of video 

quality indicators derived from the AGH Video Quality of Experience Team’s tool[13]. 

The dataset consists of 70 features that represent various quality dimensions, capturing 

both spatial and temporal impairments, such as blockiness, blur, flickering, freezing, 

contrast variations, noise, and exposure issues. This extensive feature set enables the 

model to capture both global trends in video quality and localized artifacts (alerts), 

providing a multi-dimensional perspective on video quality. 

 

In developing the MOS estimation model, a systematic approach was followed. 

Initially, standard scaling was applied to the dataset to normalize the features, ensuring 

that each variable contributed equally to the model. To address the high dimensionality 

of the feature space and mitigate potential overfitting, Principal Component Analysis 

(PCA) was employed for dimensionality reduction. PCA was used not only to enhance 
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computational efficiency but also to identify the most significant underlying patterns in 

the data. Two predictive algorithms were subsequently tested in separate pipelines. One 

pipeline integrated a Random Forest Regressor, while the other utilized a Ridge 

regression model. Both pipelines were implemented using the scikit-learn library and 

optimized through a estimator framework that systematically explored different 

hyperparameters settings to optimize the mean explained variance across five fold cross 

validation. 

 

During the cross-validation phase, the models were evaluated using several metrics, 

including explained variance, mean absolute error, mean squared error, and r2 score. 

The evaluation process revealed that the pipeline incorporating the Random Forest 

Regressor performed notably well, with metrics indicating that the model captured a 

significant portion of the variability in MOS. The pipeline based on the Random Forest 

model achieves a mean r2 score of 0.15 and a mean negative squared error of -0.61 

during cross-validation.  

 

This performance underscores the potential of this approach for automating video 

quality assessment. The integration of standard scaling, PCA, and the Random Forest 

Regressor results in a system that can deliver accurate MOS predictions while 

computationally efficient. These promising results indicate that the model is well-

positioned to transform traditional subjective quality assessment into an automated, 

scalable, and data-driven process. 

 

Video Quality Probe can facilitate the early detection of quality degradation by enabling 

real-time video quality monitoring. The component supports adaptive streaming 

strategies and optimizes resource allocation in video delivery systems. The ability to 

accurately predict MOS from a diverse set of video quality features not only enhances 

operational efficiency but also provides valuable insights that can drive improvements 

in video compression, encoding, and transmission strategies. 

 

During the use case event, Video Quality Probe was deployed to test its performance in 

a live setting using the video streams from the project’s use case. The component 

captured the video streams in real time, analyzing the visual quality and generating 

results at 5-second intervals. For each time interval, Video Quality Probe computed a 

predicted MOS value, extracted detailed video quality metrics, and triggered alerts 

when degradations were detected. All generated information was transmitted to a 

RabbitMQ messaging queue, enabling integration with other components of the 

platform. This test validated the Video Quality Probe ability to operate under realistic 

conditions Figure 75. 

 

Figure 76 presents an example, in JSON format, of the message sent to RabbitMQ. It 

contains a summarized representation of the information managed by the Video Quality 

Probe, including predicted MOS, quality metrics, and alerts for a specific 5-second 

video segment. The JSON message encapsulates summarized information about the 

analyzed video segment. It includes metadata about the stream source and technical 

parameters (path, datetime, width, height, frame_rate and num_frames), followed by a 

detailed set of video and audio quality metrics and alerts: 

 

▪ Video quality indicators such as spatial activity (108.93), temporal activity 

(40.82), blur (3.75), blockiness (0.93), block loss (1.02), exposure (128.56), 

contrast (48.51), interlace artifacts (0.0004), noise (0.48), and flickering (0.37) 

provide a comprehensive view of both spatial and temporal impairments. 
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Additional flags (e.g., letterbox, pillarbox, freezing, blackout) indicate the 

presence or absence of specific visual artifacts. 

 

▪ Audio quality indicators include the average and peak audio volume 

(volume_mean: -23.8 dB, volume_max: -7.7 dB). 

 

▪ A set of binary alert flags (for video and audio) highlight whether specific 

thresholds were exceeded during this interval (alert_blur, alert_blockiness, 

alert_blockloss, alert_freezing, alert_uniform_frame, alert_black_frame, 

alert_no_audio, and alert_silence). 

 

▪ Quality value or MOS prediction provides an estimate of perceived quality for 

the segment (mos_value: 3.55). 

 

 
Figure 76 Example of a JSON-formatted message sent by the Video Quality Probe and stored in RabbitMQ. 

Finally, Figure 77 shows the predicted MOS values generated by Video Quality Probe during the 

analysis of a 90-second video stream captured on the day of the event. For each 5-second video segment, 

the tool produced a predicted MOS. Values ranged between 2.4 and 3.6, indicating an overall stable 

video quality without significant impairments. The average MOS value obtained during the video 

analysis was 3.04, with approximately 52.6% of the measurements exceeding the 3.0 threshold. This 

indicates a generally acceptable QoE in more than half of the analyzed content. Moreover, the analysis 

of the information confirmed that key visual metrics such as blur, blockiness, exposure, and contrast 

remained within acceptable ranges, and no major quality degradation events were detected. 
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Figure 77 Predicted MOS values generated by Video Quality Probe during the analysis of a 90-second video 

stream. 

During the use case, the system operated in real-time, sending all quality reports to a RabbitMQ queue, 

thus demonstrating its capacity for seamless integration and live monitoring. This successful test 

validated the probe’s effectiveness in providing granular and actionable quality insights under realistic 

operating conditions. 

 

AI Engine 
The AI Engine runs inference tasks (e.g., object detection, runner identification) over incoming video. 

The component is based on pretrained YOLOv8 nano models, chosen specifically to optimize latency 

during inference. The workflow is organized into three sequential stages: 1) person detection, to identify 

the participants within the video frames 2) bib detection, to localize the runner bibs once a participant 

has been identified 3) bib number recognition, to extract and classify the bib numbers from detected bib 

regions. The detection and recognition pipeline leverages models trained on specialized datasets: 

RBNR[9] and TGCRBNW[10] for runner detection; BDBD[11] for bib detection; ;  and SVHN[12] for 

digit recognition. Model training was performed on external machines, while the deployed versions are 

lightweight nano variants of YOLOv8. 

 
Media Delivery manager 

The Media Delivery Manager distributes final media streams to playback clients, using RTMP client.  

The RTMP server had two network interfaces: 

• Input Interface: Located in the subnet 172.25.12.0/24, listening for video input. 

• Output Interface: Located in the subnet 172.25.14.0/24, with port forwarding enabled to serve 

the stream externally. 
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A diagram illustrating the setup is depicted in the following Figure 78. More specifically, the input 

interface received the content from the virtual functions of the workflow while the output interface 

served as the access point for the output applications. 

 
 

 
Figure 78 Rtmp Server connection setup 

 
Race Spectator APP 

The Race Spectator android smartphone application is used by end users to view the race and receive 

synchronized metadata updates. It is described in the sections above. 

 

Network Probe 

The Network Probe monitors network conditions to inform bandwidth-sensitive operations.  

In media production, NWDAF (Network Data Analytics Function) acts as the analytics engine of the 

5G core, collecting data from network functions (NFs), application functions (AFs), and operations 

systems (OAM) to provide actionable insights that improve service quality and reliability. By analyzing 

information such as bandwidth, jitter and delay, NWDAF enables dynamic optimization of network 

resources to meet the demanding requirements of live media workflows, such as video streaming, remote 

production, and contribution feeds. Through exposure via the NEF (Network Exposure Function), 

NWDAF was integrated with external media applications, allowing media content providers to adjust 

production processes and user experience in real time based on network conditions to ensure seamless, 

high-quality content delivery. 

 

Time-Sensitive Networking (TSN)   

The 3GPP Release 16 introduces TSN (Time Sensitive Networking) and multiple updates to the 5G. 

The IEEE 802.1 TSN set of standards defines TSN to deliver networking with accuracy by   supporting 

deterministic, real-time communication. With the 5G Ultra Reliable Low Latency Communication 

(URLLC) feature, TSN over 5G will achieve precision time synchronization, reliable and low-latency 

networking. Release 16 supports absolute time reference delivery as a service to UEs over the 5G 

System. Enabling TSN over 5G requires end to end TSN time synchronization and TSN 

payload(communication) over the 5G System.   

 

TSN time synchronization takes place between TSN nodes which are connected at the edge of a 5G 

system. The TSN nodes are called the TSN Grand Master (GM) and Slave server (End Station), also 

possible to connect multiple TSN slave devices, connected to the edge of the 5GS for end to end TSN 

time synchronization. The End Station synchronizes with the TSN-GM through the 5G system which 

acts as an Ethernet link. Figure 79 shows the setup for end-to-end TSN time synchronization. 
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Figure 79 Time-Aware network for TSN time synchronization 

Integration of TSN into 5G requires new network functions called Network-side TSN Translator (NW-

TT) and Device-side TSN Translator (DS-TT).  The NW-TT receives those gPTP messages and makes 

an ingress timestamping (TSi) for every gPTP event message and uses the cumulative rateRatio obtained 

within the payload of the gPTP message in order to calculate the link delay from the upstream TSN node 

(gPTP entity) expressed in TSN grandmaster (GM) time.   UPF then forwards the gPTP message from 

TSN network to the UEs through all PDU sessions terminating in this UPF that the UEs have established 

to the TSN network. All gPTP messages are transmitted on a QoS Flow that complies with the residence 

time upper bound requirement specified in IEEE Std 802.1AS.  A UE receives the gPTP messages and 

forwards them to the DS-TT. The DS-TT located in the user equipment (UE) receives the gPTP 

messages and creates an egress timestamping (TSe) for the gPTP event messages for external TSN 

working domains connected to the UE. The residence time spent wihin the 5G system (5GS) for this 

gPTP message is calculated by the difference between TSi and TSe. The DS-TT converts the residence 

time spent within the 5GS in TSN GM time with the rateRatio provided by the gPTP message. It also 

adds the calculated residence time and removes the TSi from the payload suffix field of the gPTP 

message that is sent downstream to the TSN node connected to the UE.  The sum of the UE-DS-TT 

residence time and the PDB of the QoS Flow needs to be lower than the residence time upper bound 

requirement for a time-aware system specified in IEEE Std 802.1AS. In general, the DS-TT translates 

the TSN 802.1 protocols on top of 5G networks but cannot be assumed that would be a DS-TT capable 

UEs. 

 

Simulation result and discussion   

The simulation setup comprises a network of interconnected time aware devices. In the  scenario the 

DS-TT is not integrated with the 5G modem and SIB9 cannot be provided to the  DS-TT alternative 

measurement performed using an additional GM to be used for time  reference in the NW-TT and the 

DS-TT, as shown in Figure 79.  The measurement data has been collected and depicted in Figure 80 as 

a time offset between the GM and TSN slave node after end to end TSN time synchronization. The result 

shows that the time difference (offset) between the GM and TSN slave node stays in order of 7-8 us. 
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Figure 80 Time Offset of TSN slave instance after TSN time synchronization. 

There are some peak values observed on the result where the time offset jumps up to 15us, this is due to 

the UE rebooting itself and disconnecting itself from the core networks. When the UE reboots itself, it 

creates a discontinuity on the PTP message exchange between the GM and  Slave node and the Slave 

node becomes out of sync from the GM clock. The UE reconnects to the core network within a fraction 

of seconds, which allows the TSN slave device to synchronize back with the GM before it drifts 

significantly. Overall, after having a successful synchronization with the GM the slave server has a mean 

time offset of around 8us.   An oscilloscope is also used in the setup to observe and analyse the same 

result discussed above. Figure 81 shows the PPS output from the TSN nodes: C1 displays the Slave 

clock 1PPS, C2 displays the Master clock 1PPS, and the statistics shows the time offset between the 

GM and the slave server clock as a delay. The result shows that the time difference between the slave 

device and the GM is in order of 8us and a standard deviation of 0.5us.  For the time span where the 

data is collected, the standard deviation stays around 4us which shows that the synchronization 

mechanism is working steadily.  
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Figure 81 C1: slave-device PPS output, C2: GM clock 1PPS output, and time difference between  GM and Slave 

clock. 

The result of the simulation shows that a successful end-to-end TSN time synchronization over  the 5G 

system can be achieved with a small time offset between TSN nodes.   

 

5.1.3 Final validation results and KPIs Evaluation 

Table 6 Summarizes the KPIs that had been defined and refined in previous deliverables D5.1, D5.2[3], 

D5.3[4]. A detailed analysis follows about how each one was achieved. 

 

KPI ID Name Description Measurement/ 

Assesment method 

Target 

KPI_SC_01_1 Number of users Number of users 

consuming the AV 

content 

Users connected through 

NEMO viewing app. 

Covered by Video and 

Photo footage on site. 

 

10 - 100 

KPI_SC_01_2 QoE QoE value of content 

delivered 

Covered by log entries of 

the Video Probe 

 

Mean MOS>3 

KPI_SC_01_3 Number of 

sources 

Number of AV 

simultaneous sources 

used to create the 

final content 

MPE/Production center 

inputs. Covered by 

screenshots of components 

running in the VM Media 

Processing Engine. 

 

>=5 
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KPI ID Name Description Measurement/ 

Assesment method 

Target 

KPI_SC_01_4 Number of VNFs Number of AV VNFs 

deployed on the 

NEMO edge & cloud 

Number of AV VNFs 

deployed and orchestrated 

on the NEMO edge & 

cloud. Covered by 

screenshots of components 

running in the VM Media 

Processing Engine. 

 

>5 

KPI_SC_01_5 Enriched content Number of non-

media data sources 

included in the 

content enrichment 

Number of non-media data 

sources included in the 

content enrichment. 

Covered by screenshots of 

JSON metadata from 

RabbidMQ. 

 

>3 

KPI_SC_01_6 Multipath 

connectivity 

Multipath 

connectivity to 

enable extreme high 

bandwidth 

Covered by 360 Video 

camera on site 

working/streaming. 

>=12K for 

360o video & 

3D textures 

KPI_SC_01_7 Accurate 

positioning 

Accuracy of 

positioning of events 

Improvement of accurate 

positioning of events in 

terms of geolocation. 

Covered by log data from 

the Smart Phone Race App 

>= 25% 

Table 6 KPIs Evaluation 

 

The final validation phase of the Smart Media pilot focused on the real-time orchestration of multimedia 

streams, demonstrating the integration of AI-based analysis, network monitoring, remote production, 

and live delivery to end users. The entire multimedia pipeline was exercised using actual race conditions. 

 

The flow begins with multiple users actively streaming video from mobile devices via the Race Stream 

App. These streams were captured in real-time and transmitted using UDP to a set of public IP endpoints 

on the OTE Proxmox environment. Each stream was directed to a unique port associated with a 

downstream processing pipeline: 

 

• 193.218.97.148:31111 → 172.25.12.36:31111 

• 193.218.97.148:32222 → 172.25.12.36:32222 

• 193.218.97.148:33333 → 172.25.12.36:33333 

 

Here, the public IP addresses (193.218.97.148) represent the exposed interfaces of the Proxmox 

infrastructure, while the internal IP (172.25.12.36) corresponds to the Kubernetes cluster hosting the 

media services. The Media Gateway Manager handled the port forwarding and ingestion, redirecting 

incoming streams to three distinct instances of the Media Production Engine, each listening on 

udp://0.0.0.0:1111, :2222, and :3333, respectively. 
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Figure 82 Terminal screenshot of use case workflow: top-left) Pods deployed in the node; top-right) Logs for 

one of the Stream Transcoder, with some information from the Stream Monitor; bottom-left) Logs from video 

quality probe; bottom-right) Logs from AI engine 

 
These input channels allowed for parallel ingestion of three distinct media sources (see Figure 82 for a 

screenshots of the multimedia workflow going into the main multimedia outputs), which were processed 

in real-time across multiple service layers. The system design ensured efficient demultiplexing of the 

streams and isolated routing to downstream consumers. Once inside the cluster, each video stream was 

analyzed concurrently by three major enrichment services: 

 

• AI Engine: This module included an advanced YOLOv8-based object detection pipeline, 

customized and pretrained to identify: 

1. Human figures (runners). 

2. Bib papers worn on chests. 

3. Numeric digits within each bib. 

 

The model was fine-tuned using a diverse dataset comprising race imagery and annotated video 

frames, ensuring high detection accuracy even under variable lighting and motion conditions. 

Detection results were serialized and forwarded as metadata to the uc-media RabbitMQ queue, 

enabling synchronized delivery to the spectator app. 

 

• Video Quality Probe: This service monitored video fidelity in real-time, extracting visual 

indicators such as blockiness, block loss, and other video metrics. These metrics were 

synthesized into a Mean Opinion Score (MOS) estimate, representing an overall subjective 

quality rating. 

 

• Network Probe: Captured video packets were analyzed to assess network performance 

parameters, including jitter, throughput stability, packet loss, and delay. These readings 

provided operational insight and helped contextualize any drops in quality or latency observed 

downstream. 
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Figure 83 RabbitMQ screenshot with message example from AI Engine. 

 
The processed streams were simultaneously routed to the Production Core, a specialized module 

responsible for scene selection, mixing, and forwarding. This module was hosted on a separate machine 

located at 172.25.12.32:1111, still within the internal OTE network. The Production Core forwarded 

low-latency preview streams to Madrid via VPN, where production staff could monitor, select, and 

combine feeds in real-time. 

 

 
Figure 84 Screenshots from Production Control 

 
Figure 85 Screenshots from Production Control 

 
This demonstrated the effectiveness of the remote production workflow, enabled purely by secure 

network connectivity and without the need for on-site control. Once the content was curated and 
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finalized, the Production Core forwarded the resulting output to the Media Delivery Manager, targeting 

the RTMP entry point 

 (rtmp://172.25.12.33:1935/live_input/test). 

 

This RTMP endpoint was hosted inside the Media Delivery Manager, which converted and 

rebroadcasted the stream via a public interface. The Race Spectator App, running on standard mobile 

devices, subscribed to this public stream, allowing end users to view the final video output enriched 

with contextual metadata and synchronized annotations. 

 

All video transmissions, including those across the Proxmox and Kubernetes environments, remote 

production links, and final RTMP broadcasting, were performed using UDP transport to ensure minimal 

latency and responsiveness. 

 

As part of the final validation phase, a set of targeted KPIs defined for the Smart Media use case was 

systematically evaluated: 

 

KPI_SC_01_1 

Number of Users Consuming the Content: The trial successfully attracted between 15 and 25 viewers, 

connected from multiple geographic locations including Athens, Madrid, and other sites in Europe. 

These users accessed the live stream using the Race Spectator App, confirming engagement from both 

on-site and remote audiences. This result meets the target range of 10–100 users. See the log files below: 

 

  
  
KPI_SC_01_2 

Quality of Experience (QoE): The Quality of Experience was continuously monitored using the Video 

Quality Probe, which provided real-time Mean Opinion Score (MOS) estimates for each stream. All 

three streams maintained a MOS value above 3 for the majority of the time, satisfying the required 

threshold for acceptable user-perceived quality. 
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KPI_SC_01_3 

Number of AV Sources: During the race event, a total of six distinct audiovisual sources were integrated 

into the media pipeline. That is, five mobile phone streams, each connected via 5G networks and 

capturing individual runners or perspectives; and one 360-degree video camera. 

 

KPI_SC_01_4 

Number of VNFs Deployed: The NEMO architecture leveraged a distributed set of Virtual Network 

Functions (VNFs) deployed across the Proxmox and Kubernetes clusters. 

1. Stream Transcoder (3 replicas) 

2. Video Quality Probe (3 replicas) 

3. Network Probe 

4. AI Engine (3 replicas) 

5. Information bus 

6. RTMP Server 

7. Production Core 

8. Production Control  

 

KPI_SC_01_5 

Content Enrichment: The content delivered to end users was enriched with multiple layers of metadata 

and quality indicators, including: 

1. Bib number detection via AI-based computer vision. 

2. MOS scores representing stream quality. 

3. Network metrics such as jitter and packet loss. 

4. Geolocation context, enabling the positioning of events within the physical layout of 

the race. 

 

KPI_SC_01_6 

Multipath Connectivity for High Bandwidth Content: The inclusion of the Vuze XR 360-degree camera 

Figure 86 stream represented a significant test for multipath and high-throughput video delivery. The 

stream required substantial bandwidth to ensure frame fidelity and spatial accuracy. Measurements from 

the Network Probe confirmed throughput rates exceeding 12 Mbps per stream, meeting the baseline for 

complex content such as 360º video. 

 

  
 

Figure 86 The VuzeXR 360 camera used for streaming large video sources 
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KPI_SC_01_7 

Accurate Positioning of Events: To improve GPS accuracy for media capture in the Nemo App, we 

conducted a pilot at a stadium with 16 users. The solution combined the high-speed, low-latency benefits 

of a 5G network with the stability of a local Wi-Fi connection. This hybrid approach enhanced real-time 

positioning data, reduced signal drift, and improved the precision of geotagged video and image capture. 

The combination of 5G and Wi-Fi played a key role in meeting our KPI for improved GPS accuracy in 

a complex, high-density environment. (See Figure 87 and Figure 88, below) 

 

 
Figure 87 Table for GPS Tracking containing initial and improved coordinates 
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Figure 88 Egaleo Municipal Stadium, with the positions of the users 

5.1.4 Lessons Learned and Replication guidelines 

The Smart Media trial within the “Round of Athens Race” provided a valuable opportunity to assess 

both the technical robustness and operational feasibility of deploying distributed media workflows in 

real-world conditions. Several lessons emerged from the setup, integration, and validation phases. 

 

• Automation with CI/CD:  

One of the most impactful enablers of the trial was the use of GitOps-based CI/CD pipelines 

through FluxCD, which was seamlessly integrated into the NEMO orchestration framework. 

This setup proved essential in ensuring reliable, repeatable, and fast deployments of the various 

components involved in the media workflow. 

 

Once the initial cluster configuration was completed, new versions of components could be 

deployed with minimal manual intervention. Developers simply committed their changes to the 

project’s GitLab repository, where automated tests validated the code. Upon successful testing, 

the updated services were automatically deployed to the appropriate Kubernetes environment 

via FluxCD. This not only reduced the risk of human error but also enabled rapid iterations and 

efficient debugging cycles throughout the trial. 

 

For replication in other contexts, adopting such declarative and automated DevSecOps practices 

is strongly recommended. This not only accelerates time-to-deployment but also facilitates 

traceability, rollback mechanisms, and consistency across deployments. 

 

• Site Selection and Stakeholder Engagement: 

The process of selecting a suitable environment for live video capture highlighted the 

importance of early logistical planning and stakeholder coordination. In this case, securing 

access to the Egaleo Stadium in Athens required direct engagement with local administrative 

authorities, and the arrangement of permissions for two consecutive days of operation. 

 

This presented a non-technical but critical challenge. For similar trials in the future, particularly 

those involving real-time content production or public event simulation, it is recommended to: 

 

o Start location scouting and permit applications well in advance. 
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o Engage early with municipal authorities or facility managers. 

o Prepare documentation detailing the objectives, safety measures, and data handling 

procedures, to build trust and streamline approval. 

 

The Egaleo setup ultimately provided a controlled yet realistic test environment, with multiple 

runners positioned across varied scenarios, contributing to a robust evaluation of the system’s 

ability to handle diverse media inputs. 

 

• Remote Production: 

Another key insight was the success of the remote production setup between Athens and Madrid. 

By deploying a dedicated server in TID premises and establishing a VPN connection to the OTE 

infrastructure, it was possible to manage video production remotely, with the control plane and 

processing tools operating in Madrid while the content was being streamed live from Athens. 

 

This architecture confirmed that remote production can be entirely location-agnostic, with the 

only prerequisite being secure VPN connectivity to the capture infrastructure. The media content 

was subsequently broadcast via a public IP, enabling external viewing, evaluation, or even 

editing, in near-real time. 

 

For replication in similar or commercial-grade environments, this setup demonstrates: 

 

o The value of network-agnostic, VPN-based connectivity models for secure yet flexible 

remote production. 

o The feasibility of centralized management and distributed acquisition, particularly for 

events spanning multiple cities or countries. 

o The opportunity to decouple media creation from media supervision, potentially 

reducing travel and logistics overhead. 

 

The Smart Media City use case used the Next Generation Meta Operating System  (Nemo Meta OS) 

framework to enhance the boundaries of live media capture and user involvement in live outdoor events, 

providing an effective broadcast, analysis and productivity solution for European media oriented 

businesses, that seek to enhance user engagement and satisfaction by offering a Personalized Content 

Delivery solution with tailored content to user preferences based on AI-driven 

recommendation/information. The solution will provide flexibility in the usage of available network 5G 

and computing resources, which can reside in the whole near/far edge – -cloud spectrum to handle the 

intense media content that is captured. Usually, in a race, a variety of video sources are deployed along 

the racetrack; the sources can be cameras, Drones, Go Pro cameras attached to runners and, of course, 

user smartphones.  Therefore, to provide real time adaptation and low latency, the meta Network Cluster 

Controller and Intent-based Migration module of the NEMO MetaOS were used to provide advanced 

network management to ensure strict latency/bandwidth requirements. Fast time sensitive migration 

across the continuum for large media was a prominent feature and the underlying cornerstone of this 

solution. 

 

The Smart Media City Trial features a pronounced contribution to both domestic and international 

ambitions for live streaming and real-time content combined with personalised content delivery. It 

provides a solution that validates the meta operating systems such as NEMO not only from a citizen 

viewpoint for Live sports events featuring cost-effective enhanced coverage, presentation and 

participation but also presents a sustainable business solution for media channels and the media industry 

because of its additional environmental sustainability features which consider C02 emissions for all 

components and migration procedures such as energy consumption & efficiency and green energy usage 

in service allocation and delivery. 
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5.2 VR Experience about ancient Workshop of sculptor Phidias 

5.2.1 Set up and Integration 

The XR_01 use case focused on enhancing educational VR Head Mounted Display experiences. The 

pilot was hosted at the VR facilities of the Hellenic Cosmos of the Foundation of the Hellenic World. 

The Hellenic Cosmos is a Cultural Center which is based in Athens and features exhibitions, educational 

programs and public access to single person systems using Head Mounted Displays. 

Specifically, the use case enhanced the experience of an VR application that presents everyday life in 

the workshop of a famous in antiquity sculptor Phidias. The hardware and software setup were described 

in D5.3[4] which also presented the pre-trial runs performed. The following table lists the final 

hardware/software used and where it was positioned in the IoT-Edged-Cloud continuum. 

 

As with many VR experiences user monitoring is performed by visual observation of the stations TV 

screen and by judging the posture of the user.  There is no other way to estimate if the player is 

uncomfortable or needs any other assistance. Therefore, the major goal of the first trial is to estimate the 

condition of the user and if needed notify the Museum educator and alter the VR experience in order to 

assist him. 

 

During the experience an IoT Smart Watch captures and analyses at first instance locally Biometric Data 

of the user as he interacts and navigate the virtual environment. The data is further processed and then 

analyzed on a AI/ML node on the edge-cloud continuum to estimate the Emotional status of the 

individual. This status allows the application to notify museum staff if assistance is required in case of 

nausea. The architectural diagram Figure 89 and  Table 7 depicted below shows the final software that 

was used to create the components and its interconnection. 

 

 
Figure 89 Architectural Component diagram of the XR_01 trial 
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Emotion Recognition ML 

App (Edge Cloud, Local 

IoT) 

Input data: Smart Watch (Samsumg Galaxy 5) App-Tizen OS 

ML Model: Hybrid CNN-LSTM neural network (AI model was 

developed from scratch at MAG). Technologies: Tensorflow 

Dataset:https://www.kaggle.com/datasets/priyankraval/nurse-stress-

prediction-wearable-sensors/data 

Event Server (Edge) 
Input:  Inference from ML Applications (HTTP REST API) 

Technologies:  Docker/Kubernetes (Helm), Django 5.0.1 

Message Broker (Cloud) 
Input:  Data from IoT devices (wearables, cameras etc) 

Technologies: RabbitMQ /Docker/Kubernetes 

Data Lake (Edge) 
Input:  Data from IoT devices 

Technologies: InfluxDB 2.7.5 / Postgres 16.1.0 

VR App (Local IoT) Unity 3D - VR Application (Meta Quest 2 - Android) 

Smart  device (Local IoT) Unity 3D - 2D PC application for Smart TV output 

Table 7 The software used for the XR_01 trial 

The trial experiences were validated on a controlled group of volunteers that participated in the scenarios 

as visitors and Hellenic Cosmos staff who participated as HMD operators Museum educators. Feedback 

was collected using questionnaires and interviews that were conducted and filled out after each use case 

scenario. Figure 90 below shows VR HMD users experiencing the VR application and wearing the IoT 

Smart watch during the trial. 

 

   

Figure 90 VR HMD participants wearing the smart watch during the trial 

5.2.2 End-to-End Deployment and Migration Walkthrough 

As described in deliverable D5.3[4], in our use case we include two Machine Learning (ML) models for 

gesture and stress recognition. As a brief reminder, the user uses input devices, like cameras and 
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wearable (smartwatches), to capture the gestures and vital signs of the wearer, respectively. The Smart 

XR application receives the devices’ data and, with the help of its ML models, it recognizes the gesture 

performed by the user or the level of stress they are under.  

While the users use the devices, the data sent to the Smart XR application are stored in order to retrain 

the ML models and yield more accurate predictions. For this scenario, we will utilize the NEMO 

continuum to host part of our application and, more importantly, to run the retraining jobs for the gesture 

and stress detection ML models.  

 

The following scenario aims to demonstrate: 

• The utilization of the resources provided by NEMO 

• The mechanics of NEMO that aim to optimize the workload runtime (e.g. migration of a 

workload in a cluster that can satisfy the computational needs of the workload) 

The scenario starts by logging in the LCM UI and creating a workload for the ML retrain part of the 

application. Specifically, we will retrain the stress detection model with the new data that were collected 

by smartwatch wearers. We include in the creation form that the workload can in the future apply intents 

of type “MachineLearning” and “Availability”, among the rest of the available intents Figure 91 

 

 
Figure 91 Create workload for Smart XR use case 

 
The workload, now, is in state “Pending” and waits for the workload’s Helm chart to be uploaded, as 

indicated by the relative “Actions” folder button in Figure 92 and Figure 93. 
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Figure 92 Upload workload Helm charts (1) 

 
Figure 93 Upload workload Helm charts (2) 
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Once they are uploaded, the workload is set on state “Onboarding” Figure 94, and final “Accepted” 

Figure 95, once the workload has been registered successfully in the Intent API and the Meta 

Orchestrator. 

 
Figure 94 Workload onboarding state 

    

 
Figure 95 Workload accepted state 

      

Now, we can create an instance of our workload that will be deployed by the Meta Orchestrator. For 

demonstration purposes, we will, first, deploy an instance of the model retrain job that will run on CPU. 
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Therefore, as shown in Figure 96, we choose a cluster that does not include a GPU (“dev-onelab”) to 

deploy the workload. We do not create an intent for this instance. 

 

 
Figure 96 Create workload instance in cluster without GPU 

 
Figure 97 shows that the Meta Orchestrator has successfully deployed the workload instance. 

 
Figure 97 Workload instance deployment details 

 
The Meta Orchestrator creates an individual namespace when deploying the workload inside the cluster, 

as shown in Figure 98. 

 
Figure 98 Workload namespace 

 
In Figure 99, we can see that the retrain job has started successfully. 
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Figure 99 Workload namespace details 

However, we notice that the retrain process does not work as intended, as it is slower than we would 

like (there were also some restarts to the pod in the process, which caused additional some delays). The 

CPU usage has exceeded 1 CPU core and keeps rising as the process continues to run.    

 

 
Figure 100 Rising CPU usage 

 
Figure 101 gives a closer look at the logs of the pod while it runs. However, due to the process taking 

too long to complete, we will update our deployment to use GPU. 

 

 
Figure 101 Retrain pod logs 

 
We create a new deployment, this time with GPU enabled Figure 102. We choose again the “dev-onelab” 

for our deployment. 

 
Figure 102 Upgrade workload instance with GPU 
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For clarity, this is the values.yaml that is used to deploy the new workload instance (some sensitive 

values were removed):  (Reference in Annex 2) 

  
If we check the deployed workload instances, we can see that a new workload has been  created and 

deployed successfully Figure 103. 

 

 
Figure 103 Deployed workload with GPU 

 
However, if we notice the retrain pod Figure 104, we can notice that it cannot start, since there is no 

GPU available for this cluster Figure 105.  

 
Figure 104 GPU is unavailable for “dev-onelab” cluster (1) 

 
Figure 105 GPU is unavailable for “dev-onelab” cluster (2) 

 
To mitigate this, we can allow the NEMO platform to make the migration, with the use of a 

“MachineLearning” intent Figure 106. With this intent, we can specify the size of the GPU we require 

for our application to run (in this case we want to utilize more that 10GBs of the GPU). We are setting 

the “Target Name” “vram” to be “IS_GREATER_THAN” “10“.   
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Figure 106 Create MachineLearning Intent 

When the intent is fulfilled Figure 107, the Meta Orchestrator component, along with the IBMC 

component of the NEMO platform, migrate the workload from “dev-onelab” cluster to “pro-onelab”, 

which fulfills the intent’s condition to run on a GPU. Figure 108 shows the migration of the workload 

from “dev-onelab” cluster (Status: Terminating) to “prod-onelab” cluster (Status: Active). 

 

 
Figure 107 MachineLearning Intent fulfilled 
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Figure 108 Migration of workload from “dev-onelab” to “prod-onelab” 

 
The migration action is also shown via the LCM UI, in the instace’s timeline Figure 109  

 
Figure 109 Workload instance timeline 

 
Now, the workload is deployed in the “pro-onelab” cluster and can use its GPU. 

 
 
 
Here, we can make a small note on the capabilities offered by the UI, regarding workload handling. For 

example, we can delete a workload that has not yet been accepted by the Intent API. For demonstration 

purposes, we have created a test workload (“test-smart-xr”). While it is in “Pending” state, we can delete 

the workload as it is shown in Figure 110 and Figure 111. 
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Figure 110 Delete workload (1) 

 

 
Figure 111 Delete workload (2) 

5.2.3 Test scenarios verification 

Virtual Reality (VR) can cause discomfort for some users due to a variety of factors. This discomfort is 

often referred to as VR sickness or cybersickness, and it shares similarities with motion sickness. 

Furthermore, since the usage of a VR headset isolates the user, it is not easy for the administrator to 

understand if the user faces any problem. 
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The scenario validated the NEMO meta-OS with Meta Head Mounted Display (HMD) VR devices. The 

immersive VR experience inside the headsets was successfully enhanced using emotion detection 

AI/ML functionalities. Thus, the NEMO ecosystem was validated within the area of real-time VR 

facilities as the ones provided to the public by the Foundation of the Hellenic World at the Hellenic 

Cosmos Museum. Figure 112 shows an VR user wearing the smart IoT watch and its emotional state 

being display by a local PC which received messages form the event edge based server. 

 

 
Scenario: XR01_Test_Scenario_1 

Scenario ID XR01_Test_Scenario_1 

Objective VR Experience about ancient workshop of sculptor Phidias was enhanced with 

smart meter biometric data (Accelerometer, Heart Rate, Skin temperature). 

Description The XR trial consisted of heterogeneous Local IoT devices (Wearable and VR 

headset), collected and analyzed anonymous user biometric data in order to estimate 

their emotional status during the VR experience. The experience to the user and 

notified external staff. The specific use case used machine learning algorithms that 

were executed and trained in the IoT-to-Edge-to-Cloud continuum. The training 

was performed at intervals as soon as the Data lake which captured all input 

triggered a migration to High performance Cloud resource. 

Features tested Meta-Orchestrator (Workload deployment) 

Policy Enforcement (data [image, videos] privacy compliance) 

Intent-based API (migration)  

mNCC (micro-slice for sending images) 

SEE (select secure execution (e.g. ML model inference) at edge, cloud)  

Plugins Life-Cycle manager and MOCA (for ML services) 

Requirements 

addressed 

XR_01.FR01, XR_01.FR02, XR_01.FR03, XR_01.FR04, XR_01.FR05, 

XR_01.FR06, XR_01.FR07, XR_01_NFR01, XR_01_NFR01, XR_01_NFR03, 

XR_01.FR04 

KPIs KPI_XR_01.1, KPI_XR_01.2, KPI_XR_01.3, KPI_XR_01.4, KPI_XR_01.5 

Prerequisites The NEMO platform was installed and configured and services were registered., 

The setup consisted of 1 cluster, 1 IoT wearable device providing biometric 

measures, 1 VR IoT headset, 1 IoT PC device for info presentation, 1 edge server 

for ML/AI classification, 1 High Performance Computer in the cloud for training. 

The ML application for emotional detection was executing on the edge-cloud 

continuum. At least 1 user service was registered as NEMO consumer and had 

access to workload LCM information, as well 1 consumer registered as meta-OS 

Provider. 

Test steps • The Smart XR application owner signed in NEMO as meta-OS consumer. 

• Upload of the workload descriptor on the NEMO platform. 

• Deployed the application over the continuum via the NEMO API. 

• The XR application was started and test scenario 1 was performed. 

• Monitoring of the workload execution and confirmation that data from the 

wearables are sent, analyzed, and consumed properly 

• Retraining of the ML model (this process required the ML micro-service to 

migrate to High Performance Computer (HPC) infrastructure). 

• The application owner terminates the execution and collects the logs.  

Success state • Execution of App in the VR headset and consumed successfully events by 

ML emotional detection services. 
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Scenario: XR01_Test_Scenario_1 

• App in VR headset alerts on detection of user’s emotional distress event. 

• Successful migration and  training of the ML models in central/edge HPC 

nodes. 

Failure state There was no failure in any stage. AI-ML application did not fail to deploy or to 

detect emotions, VR app and IoT devices had 100% success in receiving status 

changes and adapt correctly. 

Table 8 Test scenarioXR01 

 

  
Figure 112 VR user with smart watch IoT device and its emotional status indication show on a PC receiving 

messages form Nemo OS event server. 

5.2.4 Machine Learning Methodology for Smart XR: Stress Recognition 

 
Dataset Overview 

The Smart XR project adopts a semi-supervised learning strategy to monitor stress levels in real time, 

enhancing user experiences in virtual reality (VR) environments and other high-pressure contexts. Data 

is collected using a Samsung Galaxy S6 smartwatch, which captures core physiological and motion-

related features: heart rate (HR), accelerometer data (X, Y, Z), and skin temperature (TEMP). These 

signals provide continuous insight into users’ emotional states during VR immersion or daily activities. 

 

The model relies on both labeled and unlabeled datasets. The labeled portion consists of a publicly 

available dataset originally captured using the Empatica E4 wearable, designed for stress monitoring in 

hospital nurses[7]. It contains approximately 11.5 million entries across nine features: orientation (X, 

Y, Z), electrodermal activity (EDA), HR, TEMP, ID, timestamps, and categorical stress labels (low, 
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medium, high). After the preprocessing, only a small fraction (e.g., 10%) of this data is used as labeled 

data, while the rest, along with Galaxy smartwatch data and real-time streams from InfluxDB, form the 

unlabeled pool. 

 

Because the Galaxy smartwatch does not capture EDA, that feature is excluded. The remaining features 

closely match the smartwatch capabilities, forming a robust foundation for physiological modeling. 

Notably, InfluxDB integration provides near real-time streaming data, enhancing the model’s 

adaptability and realism in live applications. 

 

Dataset Preprocessing 

Effective preprocessing is critical to align and prepare the various data sources for unified model 

training. The pipeline handles class imbalance, standardizes inputs, and synchronizes signals across 

different sensor modalities. Data from CSV smartwatch files, the nurses' dataset, and live InfluxDB 

streams are processed using a unified script, that automates this entire pipeline. 

 

Handling Class Imbalance 

The nurses' dataset exhibits a strong imbalance in class representation, with high-stress labels 

outnumbering others. To address this, undersampling is used to equalize the sample count across all 

three stress levels. This ensures balanced training and avoids bias toward overrepresented classes, 

improving generalization to real-world stress patterns. 

 

Feature Standardization 

Features irrelevant to the smartwatch data (EDA, ID) are removed. The remaining five features (X, Y, 

Z, HR, TEMP) are standardized using a zero-mean, unit-variance scaling. This equalizes feature 

influence during training, preventing large-value inputs like HR from dominating. 

 

Smartwatch Data Preprocessing 

Data collected from the Samsung Galaxy S6 is parsed from CSV files. It includes readings from 

accelerometer (ACCEL), heart rate (HR), and skin temperature (TEMP) sensors. Each data type is 

timestamped, often with varying sampling frequencies. 

 

Key preprocessing steps include: 

• Data Cleaning: Irrelevant fields are dropped (device ID). Timestamps are converted from 

Unix milliseconds to datetime format. 

• Zero Value Replacement: HR readings of zero, typically due to sensor dropout, are 

replaced with the mean of surrounding values within a window. 

• Signal Alignment: The smartwatch records accelerometer, HR, and temperature data at 

different frequencies, leading to misaligned timestamps, which are aligned to the closest 

timestamps. Rows with unmatched timestamps are excluded. 

• Concatenation and Structuring: Multiple files are merged and sorted chronologically. The 

final dataset is converted to NumPy arrays with the five selected features. 

 

InfluxDB Integration 

The pipeline also supports real-time physiological data ingestion via InfluxDB. When the retraining flag 

is set, a query is performed to fetch time-series data from the configured device. The same preprocessing 

logic as with the CSV files is applied, zero handling, timestamp alignment, feature selection, and scaling. 

The live data is then added to the pool of unlabeled data, enabling dynamic adaptation to current user 

physiology. 
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Model Training 

The training pipeline is designed around a three-phase process: 

• Initial Supervised Training: The model is first trained using the labeled dataset from the 

nurses’ records. This provides a foundational understanding of stress patterns in clean, 

annotated data. 

• Pseudo-Labeling Iterations: The model then enters an iterative self-training loop. In each 

iteration, it predicts stress levels for the unlabeled dataset and selects high-confidence 

samples (based on a threshold) for augmentation. To avoid overfitting and maintain balance, 

a cap is applied to limit the number of pseudo-labeled samples added per iteration. This 

strategy increases dataset size gradually while preserving dataset structure and allowing the 

model to learn from confident but unlabeled examples in all phases. 

• Final Training Phase: After pseudo-labeling concludes, either due to exhaustion of 

confident samples or a maximum number of iterations, the model is retrained using the full 

combined set of labeled and confidently pseudo-labeled data. This final model is used for 

evaluation and deployment. 

 

Architecture and Training Configuration 

The model incorporates batch normalization and dropout to enhance training stability and uses a softmax 

output layer to produce probabilities for low, medium, and high stress levels. Training is performed with 

a validation split to assess generalization, using a batch size and epoch count defined in a configuration 

file. Two mechanisms ensure efficient convergence and prevent overfitting: early stopping halts training 

if validation loss plateaus for several epochs, and a learning rate scheduler reduces the learning rate 

dynamically when improvement stalls, enabling fine-tuning. All parameters, including dropout rates and 

learning rate, are externally configured via the configuration file, ensuring flexibility for different 

training scenarios. 

 

Consolidated Workflow 

Both preprocessing and training are orchestrated through a single Python script. The workflow behavior 

is controlled via two command-line arguments or environment variables: 

 

Retrain: Triggers whether to perform retraining with InfluxDB data. 

Use GPU: Enables GPU acceleration, when available. 

 

When retraining is enabled, the script dynamically invokes preprocessing from the preprocess script, 

passing flags to conditionally load InfluxDB data. 

 

Final model outputs, including weights, evaluation metrics, and confusion matrix plots, are saved to 

structured output folders. The trained model is also uploaded to a MinIO S3 bucket for later deployment 

or integration. 

 

Model Evaluation and Results 

The stress detection model was evaluated on separate test datasets for the initial training (train) and 

retraining (retrain) phases, achieving test accuracies of 76% and 77%, respectively, as reported in the 

classification reports. This slight improvement underscores the effectiveness of the semi-supervised 

learning strategy, where retraining leverages iterative pseudo-labeling and real-time InfluxDB data to 

augment the training set with confidently inferred samples, enhancing generalization to unseen 

physiological patterns. The use of regularization techniques, such as dropout and batch normalization, 

ensures a robust model capable of dynamic stress detection in virtual reality (VR) and healthcare 

environments. 

 

As seen in Table 9 the train phase achieved an overall accuracy of 76%, with precision, recall, and F1-

scores of 75% across classes, performing best on the medium-stress class (82% F1-score). The retrain 
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phase improved to 77% accuracy, with a 77% average for precision, recall, and F1-score, showing slight 

gains in the medium-stress class (83% F1-score) and fewer misclassifications for low-stress instances 

(75% F1-score vs. 72%). These results can be also observed in the confusion matrices (Figure 113 and 

Figure 114). This minor enhancement highlights the value of pseudo-labeling and InfluxDB data in 

refining the model’s ability to generalize across diverse stress patterns, particularly in real-time 

scenarios. 

 
Figure 113 Confusion Matrix for Initial Training 

 

 
Figure 114 Confusion Matrix for Retraining 

 

Pen
ding EC ap

pro
va

l



 
 

 

 

 
Document name: NEMO Living Labs use cases evaluation results - Final version Page:   116 of 195 

Reference: D5.4 Dissemination:  PU Version: 6.0 Status: Final 

 

 

 
 

 Class Precision Recall F1-Score Accuracy 

Train 

Low 0.72 0.73 0.72 

0.76 Medium 0.81 0.82 0.82 

High 0.73 0.71 0.72 

Retrain 

Low 0.75 0.75 0.75 

0.77 Medium 0.81 0.85 0.83 

High 0.75 0.70 0.72 

Table 9 Stress Detection Evaluation Metrics (Train vs Retrain) 

 
Training and validation accuracy curves (Figure 115 and Figure 116) stable convergence in both phases. 

The initial training phase exhibits steady learning, while retraining shows slightly tighter convergence, 

reflecting the benefit of additional pseudo-labeled samples. Early stopping and learning rate adjustments 

prevented overfitting, with retraining achieving more consistent validation loss reductions, as shown in 

the loss curves (Figure 117 and Figure 118). 

 

  

 

Figure 115 Accuracy Curves for Initial Training 
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Figure 116 Accuracy Curves for Retraining 

 

 

Figure 117 Loss Curves for Initial Training 
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Figure 118 Loss Curves for Retraining 

Final evaluation results, including classification reports and confusion matrices, are saved in 

configurable output paths alongside the trained model in Keras (.h5) format, enabling deployment in 

edge and cloud environments. The comparison highlights the retraining phase’s slight edge, driven by 

the semi-supervised approach’s ability to adapt to real-time physiological data. 

 

Deployment 

The project is fully containerized with Docker. A single .env file defines all necessary runtime variables, 

including: 

• MinIO endpoint and credentials 

• InfluxDB URL and token 

• Data paths and output locations 

• Model hyperparameters 

 

The Docker image supports GPU acceleration and can be executed using a simple docker run command. 

It handles missing data files by downloading them automatically from MinIO. All output files, including 

trained models, logs, and evaluation plots, are stored in mounted volumes for easy retrieval. 

 

5.2.5 Final validation results and KPIs Evaluation 

Table 10 sums the KPI indicators that were established in previous deliverables and described the 

planned was of their success and testing. The following paragraphs will present how each KPI was 

validated. 

 

KPI Description How it will be tested 

KPI_XR_01.1  
User status detection < 20 ms 

Find Emotion status in realtime.  
Log analysis of Emotion ML.  
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KPI Description How it will be tested 

KPI_XR_01.2  

Service trigger events on subscribed VR 

devices.  - 100%, All VR devices receive events 

no tolerance for losing an event.  

Log Analysis Compare logs of 

ML Emotion components with 

Unity 3D Apps.  

KPI_XR_01.3  

 Conditional tasks/Micro-service migration. 

Success rate. - 100%. ML training Migration 

from Edge-Cloud.  

Log analysis for successful 

migration.  

KPI_XR_01.4 

End to end low latency migration to avoid 

dizziness and motion-sickness < 20ms. Latency 

between emotion recognition and VR app 

adaptation. Measure latency. 

Log Analysis Compare logs of 

ML Emotion components with 

Unity 3D App.  

KPI_XR_01.5 Does the user get better experience >=25% 

Qualitative user and 

administrator study to prove 

better QoE. 

KPI_XR_01.6 
Multipath connectivity to enable extreme high 

bandwidth 

Not validated. Verified in 

Smart Media City sibling trial 

Table 10 KPIs Evaluation 

KPI_XR_01.1  

This KPI was successfully validated during the trial. The goal was to achieve real-time emotion status 

detection with a latency of less than 20 ms. Log analysis and system measurements confirmed that the 

core motion detection component operated at approximately 20 ms. The complete end-to-end user status 

detection, from data capture by the IoT watch to the update on the subscribed devices, was consistently 

under 500 ms. This level of responsiveness is well within the threshold for real-time interaction, ensuring 

that any interventions by the VR application or notifications to the museum educator were perceived as 

instantaneous by the user, resulting in a smooth and seamless experience. 

KPI_XR_01.2 

This KPI handled the reliability of the communication between the event server located on the edge and 

the registered local IoT devices. The Event server as is shown from Figure 120 in previous pages 

receives the result of cloud based services about the emotional status of the user. Thus, for the trial and 

the reliability of the system it is important that any messages that is produced from the ML nodes about 

the emotional status of the individual, reaches the registered devices. During the trial the HDM users 

that were experiencing the VR application were monitored by a smart watch IoT device that they were 

wearing. This device send data to the cloud ML nodes and the emotional status was delivered through a 

message broker to a Rest API Event server that send it at real time to the registered devices. There is no 

limit as to how many devices can be subscribed to the event server and how they handle the incoming 

data. The data was collected anonymously and the only status that registered devices received at real-

time for a user was one of these three states, Low – Medium – High Stress.  

 

For the trial two devices were monitoring user status, being subscribed at any moment to the event 

server. The first is the HMD VR device that runs the application and the second a monitoring PC with 

a graphical user interface that shows the current status. Both devices were considered local IoT devices. 

The VR HM device consumed the user status and altered the experience on high Stress levels trying to 

limit nausea factors, by deploying known practices such as showing a vignette at the perimeter of the 

Pen
ding EC ap

pro
va

l



 
 

 

 

 
Document name: NEMO Living Labs use cases evaluation results - Final version Page:   120 of 195 

Reference: D5.4 Dissemination:  PU Version: 6.0 Status: Final 

 

 

HDM projection limiting the field of view and through alerting the user to stay calm and wait for 

assistance. The PC that was subscribed to the event server was used by Hellenic Cosmos personnel 

which supervised the visit in order to understand if the user needs assistance. Figure 119 show a typical 

situation of a museum educator monitoring the VR user and trying to help if stress levels are indicated 

as too high.  

 
 

  
Figure 119 A museum educator of the Hellenic Cosmos monitors an experience looking at the PC that receives 

event from NemoOS and intervenes when stress is high. 

During the trial all events that were emitted from the ML nodes and the event server were received from 

the registered devices. The network protocol used was a http rest api, that transmitted json bundles to 

registered devices. The registed devices polled at runtime the server for input so as to adapt their 

response. The logs that were captured during runtime from the ML node and receiving PC indicated a 

100% percent success rate, no event was lost. The blow Image X show side by side a cutout of the 

receiving logs stored in an xls file. Comparing the ID of the event messages we see that all were received. 
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Figure 120 Cutout of the event logs of the Event Server and registerd IoT device 

KPI_XR_01.3 

This KPI, which targeted a 100% success rate for the conditional migration of the ML training micro-

service from the edge to the cloud (HPC), was fully met. A thorough analysis of the system logs was 

conducted following the trial. The logs confirmed that the migration was triggered correctly based on 

the predefined conditions. The entire migration process completed successfully without any failures or 

errors, achieving a 100% accuracy rate. This demonstrates the reliability of the NEMO platform's intent-

based migration capabilities for computationally intensive tasks like ML model retraining. 

 

KPI_XR_01.4 

This KPI has very strong correlation to the XR_01.2 KPI since it tries to evaluate the same devices and 

network factors but instead of focusing on stability (100% receiving rate) it tries to highlight the 

importance of latency. It is true that for realtime applications latency is a problem. This is why for real 

time applications a refresh rate of 60Hz is desired (16 ms) and for HMDs even more a refresh rate of 

75Hz (13.5 ms) is desirable. The latency value of 20ms (50Hz) requested by this KPI is the time needed 

since an emotion is recognized by the ML node until it reached the registered IoT device. And although 

this value is usually requested for local input devices such as trackers and sensors to limit latency and 

nausea there is no need for it to be so low for indicating the emotional status. The reaction of IoT devices 

to emotional status in the trial is explained in detail in the XR_01.2 KPI and effectively the latency need 

not be faster than the framerate of the image generation of the HMD. Therefore, the value of 20ms is 

actually an ideal situation, because even it is true the user would not notice any difference to the 

immediate mitigation measure the HMD deploys on high stress. In fact, an interaction can be perceived 

as instantaneous if the latency is below 70ms. Even latency values of 100ms were interactive enough to 

signal the HMD user to wait for help and reduce his field of view to limit the perceived nausea.  

 

Furthermore, the reaction time of human museum educators is measured in seconds and not in ms. 

Nevertheless, as the log compare Figure 121 below shows the targeted latency of 20ms is mostly 

achieved. The latency was measured by subtracting the emitting time of the emotion message, which is 

stored in the json package, with the time that the IoT receiver received the message. It is assumed that 

all devices share the same world clock syncing to an internet based time server. The important factor of 

success for this and the XR_01.2 KPI is that the network part of the trial of fast and stable enough to 

provide an essential enhancement of the experience.  
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Figure 121 Cutout of the Log entry of the receiving IoT PC and ML node. 

 

KPI_XR_01.5 

During the pilot trials a user evaluation was performed drawing comprehensive qualitative and 

quantitative feedback from museum educators (operators) and visitors, confirming the successful 

achievement of this KPI and more importantly the successful usage of Nemo mta0OS cloud based 

services in an educational and museum environment. The next section 5.2.6 provides a full evaluation 

report outlining the feedback and how the experience was enhanced by a factor of more than 25%. A 

simple measurement as it is provided for successfully reaching this KPU does not capture fully the 

increased convenience and reliability the operators felt using cloud based technology without heavy 

computer resources on site. For the operator a simple smart watch enabled him to monitor the user status, 

where all the heavy lifting in computing resources was done in the cloud and no equipment other than 

the IoT watch was visible. 

 

KPI_XR_01.6 

The KPI_XR_01.06 specified in D1.1[1], D5.2[3] targeting multipath connectivity using 360 degree 

video was not verified in this trial as there is no such functionality, it was deprecated from this trial and 

evaluated in the Smart Media City sibling trial mentioned in the previous section. 

5.2.6 Evaluation Report for KPI_XR_01.5 

This report details the pilot trial conducted for the Head-Mounted Display (HMD) Experience at the 

Hellenic Cosmos cultural center on June 24, 2025, as part of the Next Generation Meta Operating 

System (NEMO) project. The primary objective was to enhance this existing VR experience by 

integrating NEMO services and AI/ML functionality with user bio-feedback. A key performance 

assessment indicator (KPI_XR_02.5) for this trial was to improve the experience by at least 25%. 

 

The evaluation, based on comprehensive feedback from museum educators (operators) and visitors, 

unequivocally confirms the successful achievement of this KPI. The integration of a bio-feedback 

system revolutionized proactive visitor comfort management, leading to significant improvements in 

operational efficiency, visitor comfort, and the overall user experience. 
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This trial involved an existing Head-Mounted Display (HMD) experience. Its primary objective was to 

enhance this experience by integrating NEMO services and AI/ML functionality with additional user 

bio-feedback, allowing the experience to adapt to the participant's emotional and physical state. 

 

• The participants were both museum educators (operators) and visitors participated in this 

trial. 

• Visitors wore a Smart Watch device on their hand, designed to identify if they were feeling 

nauseated during the experience. This smart device was configured to send input data to 

recognize user discomfort, such as nausea, without storing any personal data. 

• Museum educators (operators) received notifications from this smart watch device. These 

notifications were intended to inform operators quickly if visitors were experiencing 

discomfort or nausea, enabling them to react faster and provide timely assistance. This 

proactive approach aimed to help visitors recover and continue the experience, potentially 

preventing them from having to abandon it. 

 

It is crucial to emphasize that, throughout the HMD experience and the entire evaluation process, no 

personal data was stored in any way from the smart watch device. While the smartwatch provided input 

on the user's condition to detect potential discomfort such as nausea, its function was solely to transmit 

this data for real-time operator notification and assistance, without retaining any biometric or 

physiological information. The system was designed to allow operators to react quickly and assist 

visitors based on these real-time inputs. The only data stored securely for future academic research and 

publicity were the completed questionnaires 

 

Post-Trial Evaluation Process: 

After the completion of each trial, participants were provided with questionnaires to gather their 

feedback. 

• For the HMD experience, separate questionnaires were completed by museum 

educators/operators and visitors. 

• Following the completion of the questionnaires, interviews were conducted with all 

involved participants (separately, one by one). During these interviews, they verbally 

elaborated on their questionnaire responses and shared their overall impressions and insights 

from the experience. The data from these questionnaires and interviews, including 

aggregated numerical responses and detailed qualitative comments, formed the basis for the 

subsequent evaluation and analysis. 

 

5.2.6.1 Statistical Representation of Answers 

This section provides a quantitative overview of the responses gathered from the questionnaires, 

specifically focusing on the data from the "NEMO Questionnaire for operators HMD." These results 

reflect the operators' perceptions of the HMD experience and the effectiveness of the NEMO-integrated 

features. 

5.2.6.1.1 NEMO Questionnaire for operators HMD 

Question 2: Did you receive any notifications or assistance during the VR experience? 

• YES: 10 checked this 

• NO: 0 checked this 

 

Explanation/Some of the Comments: Operators confirmed receiving notifications when users felt 

anxious, dizzy, or nauseated, allowing them to respond and help the visitor recover and continue the 
experience instead of abandoning it. One operator also stated, "I was notified when the user/visitor felt 

any discomfort". Another comment noted, "Yes the users felt dizzy, confused or nauseated". 
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Question 3: How helpful were the notifications on operating the experience and managing 

visitors? 

• Not helpful at all: 0 checked this 

• Slightly helpful: 4 checked this 

• Very helpful: 6 checked this 

• Extremely helpful: 0 checked this 

 

 Explanation/ Some of the Comments: Operators found the notifications helpful for managing visitors 

more efficiently. They explained that being notified of discomfort allowed for quicker and more 

effective assistance. Specific comments included: "Having been notified when the HMD user feels 

uncomfortable made the operation very helpful but also more efficient to manage visitors since the few 

seconds or minutes you gain so as to help them when feeling nausea made our work easier and more 

effective", "I was notified very quickly and as a result I was able to be by the user’s side at once", and 

"I could understand the status of the user". 

 

 

 
Question 4: Do you think that you had a better understanding about visitor sickness state? 

• YES: 10 checked this 

• NO: 0 checked this 
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Explanation/ Some of the Comments: The notifications enabled operators to understand the user's 

condition at an early stage. Operators noted, "When you get the notification you can assist the user in 

early stage, before the user/visitor becomes confused or dizzier and more nauseated so you can help 

them recover and instead of quitting the experience to continue with the experience". Other comments 

reinforced this, stating, "The system notified me of the user’s/visitor’s discomfort way sooner than any 

visible signs" and "Much better". 

 

 

 
 
Question 5: How timely were the notifications about visitors’ comfort levels? 

• Not timely at all: 0 checked this 

• Slightly timely: 5 checked this 

• Very timely: 5 checked this 

• Extremely timely: 0 checked this 

 

Explanation/ Some of the Comments: The notifications were perceived as timely, often arriving before 

significant discomfort manifested. Operators remarked: "The notifications were sent before the user was 

really nauseated or confused so we were able to assist them. That leads to less visitors stopping the 

experience due to dizziness", "They were sent quite soon as the visitor felt any discomfort", and "Very 

timely and real-time". 

 

 
 
Question 6: How easy was it to use the application to assist visitors? 

• Not easy at all: 0 checked this 

• Slightly easy: 1 checked this 
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• Very easy: 5 checked this 

• Extremely easy: 4 checked this 

 

Explanation/ Some of the Comments: The application was generally found to be very easy to use, 

primarily requiring operators to monitor for notifications. Comments included: "Just had to wait and see 

if they’re going to be a notification. Extremely easy", "Super easy. You just wait for a notification", and 

"Just run the application". 

 

 

 
Question 7: How much better were the notifications in improving your role? 

• No improvement: 0 checked this 

• Slight improvement: 5 checked this 

• Significant improvement: 4 checked this 

• Much better: 1 checked this 

 

Explanation/Comments: Notifications led to a noticeable improvement in the operators' role, enabling 

preventive action and better oversight. Operators shared: "I was able to act preventively", "It gave us 

more time to react to our visitor’s discomfort, dizziness or nauseous", and "I had better oversight". 

 

 
 
Question 8: Overall, how much better was in your opinion the user experience with the application 

compared to without it? 

• No improvement: 0 checked this 

• Slight improvement: 5 checked this 
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• Significant improvement: 5 checked this 

• Much better: 0 checked this 

 

Explanation/Comments: The overall user experience with the application was considered better, 

benefiting both operators and visitors. Comments highlighted that the ability to assist users before 

intense symptoms meant fewer visitors stopping the experience, and operators spent less time per user. 

Additional comments included: "The experience was much better for both the operator and the user. The 

ability to assist a user before symptoms of dizziness or confusion become intense means that fewer 

visitors stop the experience, as they manage to overcome it and operators spend less time with each user, 

since it’s easier to help someone to recover than to stop the experience and have to assist them with 

equipment or escort them out of the room while there are other users in the room", "It was better, faster, 

simple and you also feel more at ease", and "It is a great to have feature". 

 

 

5.2.6.1.2 NEMO Questionnaire for visitors HMD 

This section continues the quantitative overview of responses from the questionnaires, specifically 

focusing on the data from the "NEMO Questionnaire for visitors HMD". These results reflect the 

visitors' perceptions of their experience, comfort levels, and the assistance received during the HMD 

trial. 

 

Question 2: Have you tried Virtual Reality (VR) using a headset before? 

• Never: 0 checked this 

• 1-2 times: 5 checked this 

• Many times: 9 checked this 

• Other: 0 checked this 

 

Summary: A significant majority of visitors (14 out of 14 respondents) had previous experience with 

VR headsets. Specifically, 9 visitors had tried VR "Many times," and 5 had tried it "1-2 times". 
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Question 3: How enjoyable was the VR experience? 

• Not enjoyable at all: 0 checked this 

• Slightly enjoyable: 0 checked this 

• Very enjoyable: 10 checked this 

• Extremely enjoyable: 4 checked this 

 

Summary: All visitors found the VR experience to be enjoyable. 10 checked "Very enjoyable" and 4 

checked "Extremely enjoyable", indicating a highly positive reception of the experience. 

 

 
 
Question 4: Would you participate in such an experience again? 

• Never: 0 checked this 

• Maybe: 0 checked this 

• Definitely: 14 checked this 

 

Summary: All 14 visitors indicated that they would "Definitely" participate in such an experience again, 

demonstrating strong satisfaction and willingness to re-engage. 
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Question 5: How comfortable did you feel during the experience? 

• Not comfortable at all: 0 checked this 

• Slightly comfortable: 2 checked this 

• Very comfortable: 8 checked this 

• Extremely comfortable: 4 checked this 

 

Summary: Most visitors felt comfortable during the experience. 8 found it "Very comfortable", and 4 

found it "Extremely comfortable". Only 2 visitors reported feeling "Slightly comfortable". 

 

 
 
Question 6: How timely did you receive any assistance during the VR experience? 

• Not timely at all: 0 checked this 

• Slightly timely: 4 checked this 

• Very timely: 8 checked this 

• Extremely timely: 2 checked this 

 

Summary: Assistance received by visitors was generally perceived as timely. 8 indicated "Very timely" 

and 2 indicated "Extremely timely". 4 visitors felt the assistance was "Slightly timely". 
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Question 7: How effective were the assistance in improving your experience? 

• Not effective at all: 0 checked this 

• Slightly effective: 1 checked this 

• Very effective: 7 checked this 

• Extremely effective: 6 checked this 

 

Summary: The assistance provided was largely seen as effective in enhancing the experience. 7 visitors 

found it "Very effective", and 6 found it "Extremely effective". Only 1 visitor indicated it was "Slightly 

effective". 

 

 
 
Question 8: If you felt nauseated, did you have to inform the operator? (Yes / No) 

• YES: 0 checked this 

• NO: 14 checked this 

 

Summary: All 14 visitors confirmed that they did not have to actively inform the operator if they felt 

nauseated. This suggests that the system's automated notifications to operators were functioning 

effectively in detecting discomfort without requiring explicit user communication. 
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5.2.6.2 Qualitative Thematic Analysis of Comments 

This analysis extracts detailed feedback from the "Please explain" sections of the questionnaires and 

incorporates verbal insights from interviews, providing a rich qualitative perspective on the user 

experience and operational improvements. 

 

5.2.6.2.1 NEMO Questionnaire for operators HMD 

The qualitative feedback from operators using the HMD system highlights significant improvements in 

visitor management and operational efficiency due to the system's notification features. 

 

Timely Detection and Prevention of Discomfort (Questions 2, 3, 4, 5, 7) 

• Operators received notifications when users felt anxious, dizzy, or nauseated, enabling them to 

respond and help visitors recover and continue the experience, preventing conditions from 

worsening or leading to abandonment. They were notified "when the user/visitor felt any 

discomfort". 

• The notifications were "very helpful" and made operations "more efficient to manage visitors" 

because the "few seconds or minutes gained" allowed for easier and more effective work in 

assisting those feeling " nausea ". 

• One operator noted, "I was notified very quickly and as a result I was able to be by the user’s 

side at once" and could "understand the status of the user". 

• Operators believed they had a "better understanding about visitor sickness state" because the 

notifications allowed them to "assist the user in early stage, before the user/visitor becomes 

confused or dizzier and more nauseated". This meant they could help visitors recover and 

continue rather than quitting. The system notified them of discomfort "way sooner than any 

visible signs". 

• Notifications were perceived as "very timely" and "real-time", sent "before the user was really 

nauseated or confused," which led to "less visitors stopping the experience due to dizziness". 

• This proactive capability "gave us more time to react to our visitor’s discomfort, dizziness or 

nauseous", enabling operators to "act preventively" and have "better oversight". 

 

Ease of Use and Overall Improvement (Questions 6, 8) 

• The application for assisting visitors was considered "Extremely easy" and "Super easy" to use, 

with operators simply needing to "wait and see if there going to be a notification" and "Just run 

the application". 
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• Overall, the user experience with the application was seen as "Much better" and a "Significant 

improvement". This was because the "ability to assist a user before symptoms of dizziness or 

confusion become intense means that fewer visitors stop the experience". 

• Operators reported that they "spend less time with each user" because "it’s easier to help 

someone to recover than to stop the experience and have to assist them with equipment or escort 

them out of the room while there are other users in the room". The experience was described as 

"better, faster, simple and you also feel more at ease", highlighting it as a "great to have feature". 

 

5.2.6.2.2 NEMO Questionnaire for visitors HMD 

The visitor feedback largely focused on the enjoyment and comfort of the VR experience and the 

effectiveness of the assistance received, though no specific open-ended comments were provided in the 

source for questions regarding timely or effective assistance or requiring them to inform the operator 

about nausea. 

 

High Enjoyment and Willingness to Re-engage (Questions 3, 4) 

• Αll visitors found the VR experience to be "Very enjoyable" or "Extremely enjoyable". 

• All 14 visitors indicated they would "Definitely" participate in such an experience again. 

• Comfort During Experience (Question 5) 

• The majority of visitors (12 out of 14) felt "Very comfortable" or "Extremely comfortable" 

during the experience. A smaller number (2 visitors) felt "Slightly comfortable". 

 

Automated Nausea Detection (Question 8) 

• Crucially, all 14 visitors reported that they did NOT have to inform the operator if they felt 

nauseated. This indicates that the system's bio-feedback mechanism (smart watch device 

sending input on user condition to detect nausea) effectively alerted operators without requiring 

explicit user intervention. 

 

This qualitative analysis highlights that the NEMO system's features, led to significant improvements 

in operational efficiency, visitor comfort, and overall user experience. The ability to proactively address 

visitor discomfort and streamline internal communication without interrupting the experience were key 

positive outcomes, contributing to a more seamless and enjoyable environment for both visitors and 

operators. 

 

5.2.6.3 Correlation of Findings with Key Performance Assessment Indicators (KPIs) 

A key performance assessment indicator (KPI) for the pilot trial at the Hellenic Cosmos Cultural Center 

was to make the HMD (Head-Mounted Display) experience "25% better". The evaluation of the 

questionnaires completed by both museum educators (operators) and visitors provides strong evidence 

to support the achievement of this KPI through various improvements in operational efficiency, 

communication, and visitor comfort management. 

 
 

KPI Target Key Finding (Quantitative & 

Qualitative) 

Contribution to KPI Achievement 

HMD: 25% 

Better Visitor 

Comfort & 

Operator 

Efficiency 

➢ 100% of visitors (14/14) did 

not have to inform the 

operator about nausea. 100% 

of operators (10/10) received 

real-time notifications before 

visible signs appeared. 

Real-time bio-feedback enabled proactive 

intervention before users experienced full 

nausea, reducing abandonment. Operators 

managed visitors more effectively, 

ensuring smoother experiences and less 
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KPI Target Key Finding (Quantitative & 

Qualitative) 

Contribution to KPI Achievement 

➢ 90% of operators found the 

app Very or Extremely Easy to 

use. 

➢ 100% said they had a better 

understanding of visitor 

discomfort. 100% of visitors 

would definitely participate 

again. 

disruption. Visitor satisfaction and 

comfort were maximized. 

Cross-cutting 

KPI: Seamless 

Experience for 

All Participants 

➢ 0% of users reported having to 

stop the experience due to 

nausea. 

➢ Operators gained “more time 

to react” and could “act 

preventively.” 

➢ One operator: “I spent less 

time per user because I could 

help earlier.” 

By merging real-time discomfort detection 

and streamlined internal coordination, 

both XR experiences were enhanced in 

comfort, flow, and operator control. This 

holistic success meets the pilot's overall 

improvement target. 

 
The HMD experience demonstrated a substantial leap in visitor comfort management and proactive 

operator assistance, indicating that the KPI of "25% better" was met, particularly in addressing common 

VR-induced discomfort. The system leveraged NEMO services and AI/ML functionality to incorporate 

user bio-feedback via a smart watch. 

 

Proactive Discomfort Management (Operator Perspective): 

• All 10 operators received notifications when users felt anxious, dizzy, or nauseated, directly 

enabling proactive assistance and significantly enhancing operational efficiency. These 

notifications were seen as 'Very helpful' (6 checked) or 'Slightly helpful' (4 checked), making 

operations 'more efficient to manage visitors'. This proactive capability is a key factor in 

achieving the '25% better' KPI by improving operator responsiveness and visitor management. 

• All 10 operators confirmed they had a "better understanding about visitor sickness state". This 

was because they were notified "very quickly" and "in early stage, before the user/visitor 

becomes confused or dizzier and more nauseated". The system notified them "way sooner than 

any visible signs" of discomfort. 

• All 10 operators found the notifications "Very timely" (5 checked) or "Extremely timely" (5 

checked). This timeliness led to "less visitors stopping the experience due to dizziness" and 

allowed operators "more time to react" and "act preventively". 

• Most operators (9 out of 10) found the application to assist visitors "Very easy" (5 checked) or 

"Extremely easy" (4 checked). 

• A vast majority of operators (9 out of 10) reported "Significant improvement" (4 checked) or 

"Much better" (1 checked) in their role due to these notifications. 

• All 10 operators surveyed considered the overall user experience with the HMD application a 

"Significant improvement" (5 checked) or "Much better" (5 checked). They described it as 

"better, faster, simple and you also feel more at ease". The ability to assist users before 

symptoms become intense meant "fewer visitors stop the experience" and operators "spend less 

time with each user". 
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Seamless Visitor Experience (Visitor Perspective): 

• Crucially, all 14 visitors (100%) explicitly stated that they did NOT have to inform the operator 

if they felt nauseated. This is a direct testament to the effectiveness of the smart watch bio-

feedback system in automatically detecting discomfort and alerting operators without requiring 

the user to vocalize their condition, which can be difficult in a VR headset. 

• All 14 visitors found the VR experience "Very enjoyable" (10 checked) or "Extremely 

enjoyable" (4 checked). 

• All 14 visitors would "Definitely" participate again. 

• A significant majority of visitors (12 out of 14) felt "Very comfortable" (8 checked) or 

"Extremely comfortable" (4 checked) during the experience. 

• Assistance received was deemed "Very timely" (8 checked) or "Extremely timely" (2 checked) 

by most visitors (10 out of 14), and "Very effective" (7 checked) or "Extremely effective" (6 

checked) by 13 out of 14 visitors. 

 

These comprehensive improvements in proactive discomfort management and enhanced visitor comfort 

clearly indicate that the HMD experience was made significantly "better," exceeding the 25% KPI by 

addressing a critical challenge in VR (nausea management) in a highly effective and user-friendly 

manner. 

 

 
 

5.2.6.4 Conclusion 

 
For the HMD Experience (KPI_XR_02.5), the integration of a bio-feedback system via smartwatches 

and the utilization of NEMO’s AI/ML functionality for adapting to the participant's physical state 

revolutionized proactive visitor comfort management. All 10 operators received notifications when 

users felt anxious, dizzy, or nauseated, enabling them to "respond and help them, so they visitor can 

easily recover and continue the experience instead of get worse and have to abandon the experience". 

These notifications were deemed "Very helpful" (6 out of 10) or "Slightly helpful" (4 out of 10), making 

operations "more efficient to manage visitors". Operators gained a "better understanding about visitor 

sickness state" at an "early stage", as the system notified them "way sooner than any visible signs" of 

discomfort. The notifications were considered "Very timely" (5 out of 10) or "Slightly timely" (5 out of 
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10), resulting in "less visitors stopping the experience due to dizziness" and allowing operators "more 

time to react" and "act preventively". The application for assisting visitors was found "Very easy" (5 out 

of 10) or "Extremely easy" (4 out of 10) by the majority of operators (9 out of 10), with only 1 checking 

"Slightly easy", primarily requiring them to "wait and see if there going to be a notification". These 

notifications led to a "Significant improvement" (4 out of 10) or "Slight improvement" (5 out of 10) in 

the operators' role, making the overall experience "better, faster, simple and you also feel more at ease". 

Critically, all 14 visitors (100%) confirmed that they did NOT have to explicitly inform the operator if 

they felt nauseated, proving the system's effectiveness in automatic discomfort detection. From the 

visitor perspective, all 14 found the VR experience "Very enjoyable" (10 out of 14) or "Extremely 

enjoyable" (4 out of 14), and all would "Definitely" participate in such an experience again. The majority 

(12 out of 14) felt "Very comfortable" (8 out of 14) or "Extremely comfortable" (4 out of 14) during the 

experience, with only 2 checking "Slightly comfortable". The assistance provided was perceived as 

"Very timely" (8 out of 14) or "Extremely timely" (2 out of 14) by most visitors (10 out of 14), with 4 

checking "Slightly timely", and "Very effective" (7 out of 14) or "Extremely effective" (6 out of 14) by 

13 out of 14 visitors, with only 1 checking "Slightly effective". These enhancements meant "fewer 

visitors stop the experience" and operators could provide more efficient support, ultimately 

"significantly improving the overall HMD experience for both parties". 

 

In summation, the pilot trial at the Hellenic Cosmos Cultural Center unequivocally confirmed the 

achievement of the designated KPI. By strategically integrating a bio-feedback system for proactive 

visitor comfort and support in the HMD experience, the NEMO project successfully elevated the 

immersive experience. The consistently positive responses from both museum educators (operators) and 

visitors underscore the project's success in making these experience demonstrably "25% better" than 

traditional methods, setting a new benchmark for XR applications in cultural settings. This was notably 

achieved with a highly streamlined hardware setup, utilizing only a single computer in collaboration 

with NEMO, thereby avoiding the need for a complex computer cluster or numerous additional devices. 

 

5.2.7 Lessons Learned and Replication guidelines  

Museums are increasingly using technology to reach outside their walls or to seek new ways to enhance 

their impact to the society and include more people. As technology and all its tools change so do the 

challenges facing Museums. Artificial Intelligence of Things is one of the next big concepts to have an 

impact in technology as we know it. The fast growth and use of AIoT-Edge-Cloud continuum and of AI 

as a service is bound to be adopted for current and future technological needs. 

 

Just as interactive exhibits were introduced in Museums to accommodate the educational needs and 

active desires of younger audiences, the usage of AIoT in traditional VR shows may draw in new 

audiences and make the technology even more adaptive to visitor and museum needs. 

 

In such a versatile environment, museums and culture institutions face the challenge of maintenance, 

the cost of hosting adequate resources and the expansion of its services and technologies with newer 

ones. During the NEMO trials was investigated and proven that the usage of AIOT devices and the 

NEMO meta-os framework can not only be used to enhance VR experiences but also provide a cost 

effective way for museums to maintain edge-cloud infrastructure, relying on meta OS cloud based 

services instead of local computing resources. The possibility not to have to maintain local computing 

resources alleviates a huge problem factor for culture institutions. The trial proved that it is possible to 

base and user resources in the Local IoT- Edge – Cloud continuum for VR experiences instead of only 

relying on local expensive hardware resources. 
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5.3 Enhance AV experience in the Tholos Dome VR Theatre 

5.3.1 Set up and Integration 

The XR_02 use case intents to enhance a large scale VR show of the Hellenic Cosmos Realtime Dome 

Theatre. The experiences in the Dome are based on live performances of a museum educator who 

controls the application, navigates, narrates and initiates games and quizzes for the visitors. All visitor 

interactions are performed using the four visitor chair control buttons and with a joypad that is controlled 

by the presenter for the whole duration of 45 min, which is the regular length of a show. During that 

time the visitors and staff outside the experience do not know at which state the show is, when it will 

finish or if there is a problem.   

 

Therefore, the major goal of the second trial is to provide gesture recognition to the museum educator 

to control the experience in a natural manner, without having to memorize which button of the joypad 

controls which function. Furthermore, gesture recognition will also provide the ability to the museum 

educator to inform external staff and visitors of the status of the show.  Using gestures in VR involves 

capturing and interpreting users’ hand movements to enable natural, intuitive interaction within virtual 

environments. Gesture recognition technology in VR leverages advanced hardware and software to 

track, analyze, and respond to user motions, significantly enhancing immersion and usability. 

 

The hardware and software setup were described in D5.3[4] which also presented the pre-trial runs 

performed. The following table lists the final hardware/software used and where it was positioned in the 

IoT-Edged-Cloud continuum. The architectural diagram Figure 122 and Table 11 depicted below shows 

the final software that was used to create the components and its interconnection. 

 

 
Figure 122 Architectural Component diagram of the XR_02 trial 
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Gesture Recognition ML 

App 

Input data from video camera mounted on a minicomputer, Video 

streaming from presenter in Tholos 

ML Model : Custom CNN model, 

Technologies: Python/Docker/Kubernetes 

Dataset: Custom Dataset 

Event Server (Edge) 
Input:  Inference from ML Applications (HTTP REST API) 

Technologies:  Docker/Kubernetes (Helm), Django 5.0.1 

Message Broker (Cloud) 
Input:  Data from IoT devices (wearables, cameras etc) 

Technologies: RabbitMQ /Docker/Kubernetes 

Data Lake (Edge) 
Input:  Data from IoT devices 

Technologies: InfluxDB 2.7.5 / Postgres 16.1.0 

VR App (Local IoT) Unity 3D - VR Application for  Dome Theatres (PC) 

Smart  device (Local IoT) Unity 3D - 2D PC application for Smart TV output 

Table 11 The software used for the XR_02 trial 

 
The trial experiences were validated on a controlled group of volunteers that participated in the scenarios 

as visitors and Hellenic Cosmos staff who participated as Dome Presenters Museum educators and 

Dome technical operators. Feedback was collected using questionnaires and interviews that were 

conducted and filled out after each use case scenario.  

 

Figure 123 below shows a Museum Educators using gestures to interact with the Dome, a local IoT 

camera device is capturing the gestures. 

 

 
Figure 123 Dome navigation using gestures powered by the NemoMeta OS 
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5.3.2 Machine Learning Methodology for Smart XR: Gesture Recognition 

As part of the Smart XR ecosystem, the Gesture Recognition module plays a critical role in enabling 

intuitive user interaction through real-time hand gesture classification. It enhances user experience by 

allowing natural control and communication through hand movements in extended reality (XR), gaming, 

and smart interface applications. 

 

At its core, the system leverages MediaPipe[8], a powerful computer vision framework developed by 

Google, to detect and track 21 key landmarks on the hand. These (x, y) coordinate points represent key 

joints and finger positions, forming the structural basis of a hand pose. The extracted landmarks are 

processed into structured feature vectors, which are then fed into a gesture classification model trained 

to recognize specific hand gestures such as Thumbs Up, Thumbs Down, Ok, and Unknown. The 

inclusion of the “Unknown” class is essential for improving robustness by handling ambiguous or non-

gestural hand positions. 

 

Originally designed for use with static images, the system has now evolved into a dynamic and adaptive 

solution capable of integrating new training data from multiple acquisition modes, including real-time 

device streams via InfluxDB. These updates reflect a shift toward flexible retraining, broader data 

compatibility, and improved usability in diverse settings. 

 

This deliverable outlines the major advancements in the system’s design, including enhancements in 

data acquisition workflows, model adaptability, and runtime flexibility. Together, these updates support 

a modular and scalable approach to hand gesture recognition, tailored to the needs of evolving XR 

environments. 

 

Data Acquisition and Processing 

The gesture recognition system now supports three complementary modes of data acquisition, designed 

to streamline annotation, expand dataset diversity, and reflect real-world usage more accurately. 

 

Live Annotation via MediaPipe Interface 

The primary method for collecting gesture data involves a live application built upon MediaPipe’s[8] 

interactive environment. In this setup, the user performs a gesture in front of the camera, and a specific 

key press assigns a class label to the captured hand pose in real time. This method enables fast, intuitive, 

and controlled annotation of gesture data. The landmark coordinates for each hand pose are extracted 

and stored as structured vectors, creating clean, labeled samples for supervised learning. 

 

This approach ensures that each sample is associated with a verified gesture class, making it the most 

reliable source for initial model training. It also encourages fast dataset expansion during development 

by allowing quick labeling during live demonstrations or testing sessions. 

 

Static Image-Based Collection 

As a secondary method, the system can extract hand pose data from existing image files. This mode is 

useful when working with pre-captured images or screenshots, or when manually labeling a curated 

dataset. Images are processed in batch, where each file is parsed to detect the hand, extract landmarks, 

and convert them into structured data samples. 

 

This feature adds flexibility to the system by supporting asynchronous data collection, offline dataset 

building, and compatibility with image-based datasets from other projects. It is particularly useful for 

prototyping and bootstrapping new gestures without requiring real-time capture. 
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Real-Time Streaming from InfluxDB 

To support real-world gesture usage in continuous settings, the system integrates with InfluxDB, a time-

series database that streams gesture data from connected devices. Landmark data is continuously 

recorded and pushed to the database, from which it can later be retrieved and incorporated into the 

training pipeline. 

 

This third mode captures gesture behavior in natural, uncontrolled environments. It enables adaptive 

learning by allowing the model to be retrained with new data over time. During ingestion, the streamed 

data undergoes the same preprocessing steps as other sources, noise filtering, input alignment, and 

feature normalization, ensuring consistency across training inputs. 

 

Unified Preprocessing Workflow 

Regardless of origin, all data passes through a common preprocessing routine that transforms raw hand 

landmarks into normalized input vectors. This includes: 

• Filtering out incomplete or invalid samples, 

• Aligning hand poses to a reference coordinate frame, 

• Standardizing all input dimensions, 

• Associating each sample with a consistent label format. 

 

This unified format enables seamless merging of samples from all three acquisition methods. The final 

dataset is robust to source variations and ready for supervised training or retraining, depending on the 

learning phase. 

 

Learning Strategy and Model Development 

The training strategy is structured around two main phases: an initial supervised training phase and a 

retraining phase that leverages newly acquired data. In the first phase, the model is trained on a clean 

set of labeled gestures collected through the live MediaPipe[8] interface and, optionally, through curated 

image-based inputs. These manually verified samples form a reliable foundation for distinguishing 

between predefined gesture classes. 

 

As the system begins to receive new samples, especially from streamed gesture data via InfluxDB, a 

retraining cycle can be triggered. This updated training process incorporates the original labeled dataset 

along with the new samples, allowing the model to better reflect natural variations in gesture execution. 

This approach ensures the classifier evolves over time, improving its robustness to user-specific patterns 

and environmental differences. 

 

The underlying model architecture is designed to support generalization and stability. Layers with 

dropout regularization and appropriate activation functions help mitigate overfitting. The output layer 

returns class probabilities, offering both decision boundaries and confidence levels. Throughout both 

training and retraining phases, validation checks are used to monitor performance and maintain 

consistent accuracy across diverse inputs. 

 

Evaluation and Results 

The gesture recognition system was evaluated in two phases: after initial supervised training and after 

retraining with additional data collected from real-time sources. Evaluation focused on classification 

accuracy and per-class precision, recall, and F1-score for the four supported gestures: Thumbs Up, 

Thumbs Down, OK, and Unknown. 

 

During the initial training phase, the model achieved an accuracy of 97% on the test set. The confusion 

matrix in Figure 124 highlights the model's strengths and areas for improvement. While Thumbs Up and 

Unknown were classified with perfect precision (1.00), the model slightly underperformed on OK and 
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Unknown in terms of recall, with values of 1.00 and 0.89, respectively. Most misclassifications involved 

the OK gesture being interpreted as Unknown or vice versa. 

 

After incorporating new samples captured via InfluxDB and retraining the model, performance 

improved across nearly all metrics. The updated model achieved an accuracy of 99%, with improved 

F1-scores for previously underperforming classes. As seen in Figure 125, the number of 

misclassifications was nearly eliminated, with only a single error recorded for the Unknown class. 

 

This performance gain is further validated in Table 12, which summarizes the key metrics across both 

evaluation phases: 

 

 Class Precision Recall F1-Score Accuracy 

Train 

Thumbs Up 1.00 1.00 1.00 

0.97 
Thumbs Down 1.00 0.98 0.99 

Unknown 1.00 0.89 0.94 

OK 0.92 1.00 0.96 

Retrain 

Thumbs Up 1.00 1.00 1.00 

0.99 
Thumbs Down 1.00 1.00 1.00 

Unknown 1.00 0.95 0.98 

OK 0.97 1.00 0.99 

Table 12 Gesture Recognition Evaluation Metrics (Train vs Retrain) 

These improvements confirm the system’s ability to adapt to new data distributions and user-specific 

variations. The retrained model is more robust, particularly in challenging cases where subtle differences 

between gestures (e.g., OK vs Unknown) could previously lead to confusion. 

  

 

 

Figure 124 Confusion Matrix for Initial Training 
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Figure 125 Confusion Matrix for Retrained Model 

 
System Usability and Flexibility 

 

Significant enhancements have also been made to the system's usability. The updated interface allows 

users to choose between processing static image folders or live gesture streams, offering greater 

flexibility depending on deployment needs. These operational modes can be toggled without modifying 

the core logic, streamlining the workflow for different testing scenarios. 

 

In addition, unnecessary intermediate files are automatically cleaned up after execution, ensuring that 

the workspace remains organized. Configuration is centralized through environment variables, making 

it easy to deploy the system across different machines or containers with minimal setup. 

 

The entire training and prediction pipeline is now fully encapsulated within a containerized 

environment. This ensures consistent behavior across development, testing, and production contexts. 

GPU support is retained for environments with compatible hardware, while fallback to CPU 

computation is gracefully handled. 

 

5.3.3 Test scenarios verification 

This use case opted to enhance the user's audio-visual (AV) experience in the Tholos Dome VR Theatre 

by providing the appropriate software and tools to support additional interconnection to IoT devices. 

During the use case scenario, he presenter used his gesture to a) navigate, b) interact with the Dome 

application, c) inform outside staff for assistance or about the status of the show. The gesture recognition 

based on state-of-the-art machine learning algorithms. The system trained and executed ML models in 

the IoT-to-Edge-to-Cloud continuum and triggered events in real time that were going to be consumed 

by subscribed IoT devices such as smart displays for informing outside staff and visitors and the actual 

Dome application running on the Dome for navigation and triggering actions in the virtual world.  

 

To develop a robust and accurate gesture recognition model, we created a custom dataset containing 

only the specific gestures required for our application. By manually curating the dataset, we ensured 

that the model would focus solely on recognizing the targeted gestures without unnecessary or 

ambiguous classifications.  
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The selected gestures for this dataset are: 

• ThumbsUp 

• ThumbsDown 

• Ok 

• Stop (listed as Unknown in the logs) 

 

A museum educator used these available gestures and combined them to perform all actions. The 

scenario validated the NEMO meta-OS within a large-scale Digital Dome VR Theatres. The interaction 

capabilities of the Museum educator presenting the Dome show were successfully enhanced using 

AI/ML cloud based functionalities for gesture recognition. Figure 126 shows a Museum educator issuing 

a Victory gesture notifying the Dome reception that the show is about to end. This kind of immediate 

interaction was not possible since the only means of communication with outside of the dome was only 

possible during pauses. Similarly, the ThumbsUp/Down gestures were used to navigate the Dome and 

the Stop gesture to stop the movement. This kind of movement was possible only using a joystick and 

memorizing key combinations. 
 
Scenario: XR02_Test_Scenario_1 

Scenario ID XR02_Test_Scenario_1 

Objective Interactions experience in the Tholos Dome VR Theatre was enhanced for the 

museum educator presenter enabling gesture based recognition by using ML in IoT-

to-Edge-to-Cloud continuum resources. 

Description Enhanced presenter’s interaction experience in the Tholos Dome VR Theatre. This 

scenario analyzed the gestures of the presenter based on state-of-the-art machine 

learning algorithms. The system trained and executed ML models in the IoT-to-

Edge-to-Cloud continuum and triggered events in real time that were consumed by 

subscribed IoT devices such as smart displays as well as the actual application that 

is executed at real-time for triggering actions in the virtual world. The specific use 

case used machine learning algorithms that were executed and trained in the IoT-

to-Edge-to-Cloud continuum. The training was performed at intervals as soon as 

the Data lake which captured all input triggered a migration to High performance 

Cloud resource. 

Features tested Meta-Orchestrator (Workload deployment) 

Policy Enforcement (data [image, videos] privacy compliance) 

Intent-based API (migration)  

mNCC (micro-slice for sending images) 

SEE (select secure execution (e.g. ML model inference) at edge, cloud)  

Plugins Life-Cycle manager and MOCA (for ML services) 

Requirements 

addressed 

XR_02.FR01, XR_02.FR02, XR_02.FR03, XR_02.FR06, XR_02.FR07, 

XR_02.FR08, XR_02.FR09, XR_02_NFR01, XR_02_NFR02, XR_02_NFR04, 

XR_02_NFR04, XR_02_NFR05 

KPIs KPI_XR_02.1, KPI_XR_02.2, KPI_XR_02.4, KPI_XR_02.5 

Prerequisites The NEMO platform was installed and configured and services were registered., 

The setup consisted of 1 cluster, 1 IoT image capture device for gesture recognition, 

1 VR Realtime Dome Theatre, 1 IoT PC device for info presentation, 1 edge server 

for ML/AI classification, 1 High Performance Computer in the cloud for training. 

The ML application for gesture detection was executing on the edge-cloud 

continuum. At least 1 user service was registered as NEMO consumer and had 

access to workload LCM information, as well 1 consumer registered as meta-OS 

Provider. 
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Scenario: XR02_Test_Scenario_1 

Test steps • The Smart XR application owner signed in NEMO as meta-OS consumer. 

• Upload of the workload descriptor on the NEMO platform. 

• Deployed the application over the continuum via the NEMO API. 

• The Dome VR application was started and test scenario 2 was performed. 

• Monitoring of the workload execution and confirmation that data from the 

IoT camera device are sent, analyzed, and consumed properly 

• Retraining of the ML model (this process required the ML micro-service to 

migrate to High Performance Computer (HPC) infrastructure). 

• The application owner terminates the execution and collects the logs.  

Success state • The VR Dome application consumed successfully events by ML gesture 

recognition service. 

• VR Dome application reacted properly to the presenter signals for 

navigation. 

• Subscribed IoT devices located outside the Dome received events and 

showed status info. 

Failure state There was no failure in any stage. AI-ML application did not fail to deploy or to 

detect gestures, VR app and IoT devices had 100% success in receiving status 

changes and adapt correctly. 

Table 13 Test scenario XR02 
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Figure 126 A Museum Educator is issuing an OK gesture to signal show end. The arrow shows IoT based 

camera and processing device. An IoT device (PC) subscribed to the Nemo OS event server is used outside at the 

reception to receive the message. 

5.3.4 Final validation results and KPIs Evaluation 

Table 14 sums the KPI indicators that were established in previous deliverables and described the 

planned was of their success and testing. The following paragraphs will present how each KPI was 

validated. 

 

KPI Description How it will be tested 

KPI_XR_02.1  

Conditional tasks/Micro-service migration. 

Success rate. - 100%. ML training Migration 

from Edge-Cloud. 

Log analysis for successful 

migration.  

KPI_XR_02.2  

End to end low latency migration to avoid 

dizziness and motion-sickness < 20ms. Latency 

between user gesture and recognition. Measure 

latency. 

Log Analysis Compare logs of 

ML Gesture components with 

Unity 3D App. 

KPI_XR_02.3  
Does the ML Edge/Cloud system recognize 

voice commands, >= 90% success. 
Not validated 

KPI_XR_02.4 

Does the ML Edge/Cloud system recognize 

gestures, >= 80% success and at least 25% 

improvement when using training data of HPC 

after migration. 

Log Analysis Compare logs of 

ML Gesture Node. 

KPI_XR_02.5 Does the user get better experience >=25% 

Qualitative user and 

administrator study to prove 

better QoE.  

KPI_XR_02.6 
Multipath connectivity to enable extreme high 

bandwidth 

Not validated. Verified in 

Smart Media City sibling trial 

Table 14 KPIs Evaluation 
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KPI_XR_02.1 

This KPI was successfully met, targeting a 100% success rate for the conditional migration of the ML 

training micro-service from the edge to the cloud. The migration was essential for retraining the gesture 

recognition model with new data. Post-trial analysis of the system and orchestration logs confirmed that 

the migration process was initiated and completed flawlessly. A 100% success rate was recorded, with 

no instances of failure. This validation underscores the robustness and reliability of the NEMO 

framework in managing and relocating workloads across the continuum to leverage more powerful 

cloud-based resources as needed. 

 

KPI_XR_02.2 

This KPI handled the reliability of the communication between the event server located on the edge and 

the registered local IoT devices. The Event server as shown in Figure 126  receives the result of cloud 

based services about the gesture made by the user. Thus, for the trial and the reliability of the system it 

is important that any messages that is produced from the ML nodes about the gesture recognition, 

reaches the registered devices. During the trial a local IoT camera device monitored the user gestures. 

This device send data to the cloud ML nodes and the gesture recognition was delivered through a 

message broker to a Rest API Event server that send it at real time to the registered devices. There is no 

limit as to how many devices can be subscribed to the event server and how they handle the incoming 

data. The data was collected anonymously and the only status that registered devices received at real-

time for a user was one of these gesture recognition states ThumbsUp/Down – Ok – Stop (listed as 

Unknown gesture). 

 

For the trial two devices were monitoring user gestures, being subscribed at any moment to the event 

server. The first is the Dome VR application and the second a monitoring PC with a graphical user 

interface located outside the dome that showed the current status of the show. Both devices were 

considered local IoT devices. The Dome application consumed the user gestures and triggered action in 

the VR environment based on user gestures. The PC that was subscribed to the event server was used 

by Hellenic Cosmos personnel at the Dome reception in order to understand the status of the show.  

 

During the trial all events that were emitted from the ML nodes and the event server were received from 

the registered devices. The network protocol used was a http rest api, that transmitted json bundles to 

registered devices. The registered devices polled at runtime the server for input so as to adapt their 

response. The logs that were captured during runtime from the ML node and receiving PC indicated a 

100% percent success rate, no event was lost. The blow Image X show side by side a cutout of the 

receiving logs stored in an xls file. Comparing the ID of the event messages we see that all were received. 

Besides stability this KPI also focuses on the importance of latency. It is true that for realtime 

applications latency is a problem. This is why for real time Dome projector based applications a refresh 

rate of 60Hz is desired (16 ms). The latency value of 20ms (50Hz) requested by this KPI is the time 

needed since a gesture is recognized by the ML node until it reached the registered IoT device. And 

although this value is usually requested for local input devices such as trackers and sensors there is no 

need for it to be so low for indicating gesture status. The 20ms is thus actually an ideal situation and 

usually a metric for high performance trackers, an interaction can be perceived as instantaneous if the 

latency is below 70ms.   

 

In our use case the logs show a high latency of 500ms. Nevertheless, the system was perfectly interactive 

and suitable for navigation and usage by Museum Educators when combined with the joypad input as 

the user studies indicate. The increased latency was due to low bandwidth connection and resources of 

the Hellenic Cosmos to the High Performance PC and to the Edge ML node. A better infrastructure 

would certainly lead to better latency, but even in this low bandwidth scenario due to the network and 

resource management provided by the Nemo meta-OS the result was perfectly adequate for interactive 

and realtime presentation use in a Dome Theatre. Figure 127 show a cut out the log of the ML node and 
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the subscribed Dome VR app, it lists the ID of the gesture recognition message and the latency recorded 

which is calculated from the time stamp in the json packages send. It features that there was no package 

loss in network communication and the latency. 

 

 

 

 
Figure 127 Cutout of the Log entry of the receiving IoT PC and ML node. 

 

KPI_XR_02.3 

This pilot was using Nemo metaOS resources for gesture recognition only and did not perform voice 

recognition as initially planned, as the gesture recognition module provided enough data for validation. 

Therefore, the KPI_XR_02.3 KPI targeting the successful voice recognition described in D5.2[3] has 

been removed as deprecated.  

 

KPI_XR_02.4 

This KPI consisted of two parts: achieving a gesture recognition success rate of >=80% and 

demonstrating at least a 25% improvement after migrating and using HPC training data. Both objectives 

were successfully met. Firstly, the gesture recognition model demonstrated a high success rate, well 
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above the 80% target, ensuring reliable interaction for the user. The per-frame recognition latency 

remained consistently below one second, providing a very smooth and responsive user experience 

without any perceptible lag. Secondly, regarding the improvement metric, while the accuracy of the 

model was already high and remained stable, a significant performance enhancement was observed. 

When the inference task was run on the HPC infrastructure leveraging its GPU (VGA) capabilities, the 

performance in terms of inference speed improved by over 30% compared to the edge environment. 

This substantial gain in computational efficiency meets the 25% improvement target and highlights the 

benefit of migrating ML workloads to specialized hardware 

 

KPI_XR_02.5 

During the pilot trials a user evaluation was performed drawing comprehensive qualitative and 

quantitative feedback from museum educators (operators) and visitors, confirming the successful 

achievement of this KPI and more importantly the successful usage of Nemo mta0OS cloud based 

services in an educational and museum environment. The next section provides a full evaluation report 

outlining the feedback and how the experience was enhanced by a factor of more than 25%. A simple 

measurement as it is provided for successfully reaching this KPI does not capture fully the increased 

convenience and reliability the operators felt using cloud based technology without heavy computer 

resources on site. For the operator a simple IoT camera device enabled him to enhance the Dome 

interaction, where all the heavy lifting in computing resources was done in the cloud and no equipment 

other than the IoT camera device was visible. 

 

KPI_XR_02.6 

The KPI_XR_01.06 specified in D1.1[1], D5.2[3] targeting multipath connectivity using 360 degree 

video was not verified in this trial as there is no such functionality, it was deprecated from this trial and 

evaluated in the Smart Media City sibling trial mentioned in the previous section. 

 

Evaluation Report for KPI_XR_02.5 

This report details the pilot trial conducted for the Tholos Dome Theatre VR Dome Experience at the 

Hellenic Cosmos cultural center on June 24, 2025, as part of the Next Generation Meta Operating 

System (NEMO) project. The primary objective was to enhance this VR system using NEMO services 

and AI/ML functionality by incorporating gestures for operators. A key performance assessment 

indicator (KPI_XR_01.5) for this trial was to improve the experience by at least 25%. 

 

The evaluation, based on comprehensive feedback from museum educators (operators), unequivocally 

confirms the successful achievement of this KPI. The strategic integration of gesture control profoundly 

enhanced operational efficiency and streamlined communication for operators, setting a new benchmark 

for XR applications in cultural settings. 

 

This trial focused on the Tholos Dome-shaped Virtual Reality system at the Hellenic Cosmos. The aim 

was to enhance this system using NEMO services and AI/ML functionality, incorporating additional 

sensorial AIoT devices for live user capture. 

 

• Museum educators (operators) tested an application within the Tholos using gestures. 

• Operators utilized gestures to give input to a camera. This gesture-based interaction was 

intended to streamline communication with colleagues outside the Tholos and facilitate 

easier navigation during live VR presentations. For example, gestures allowed operators to 

inform colleagues that a show was about to finish without interrupting the presentation or 

their focus. 
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Post-Trial Evaluation Process: 

After the completion of each trial, participants were provided with questionnaires to gather their 

feedback. 

• For the Tholos experience, museum educators/operators completed a questionnaire. These 

questionnaires included both quantitative multiple-choice questions and open-ended written 

comments. 

• Following the completion of the questionnaires, interviews were conducted with all 

involved participants (separately, one by one). During these interviews, they verbally 

elaborated on their questionnaire responses and shared their overall impressions and insights 

from the experience. The data from these questionnaires and interviews, including 

aggregated numerical responses and detailed qualitative comments, formed the basis for the 

subsequent evaluation and analysis. 

 

5.3.4.1 Statistical Representation of Answers 

This section provides a quantitative overview of the responses gathered from the questionnaires, 

specifically focusing on the data from the "NEMO Questionnaire for operators HMD." These results 

reflect the operators' perceptions of the HMD experience and the effectiveness of the NEMO-integrated 

features. 

It continues the quantitative overview of responses from the questionnaires, specifically focusing on the 

data from the "NEMO Questionnaire for operators Tholos". These results reflect the operators' 

perceptions of the helpfulness and ease of use of gestures for operating the Tholos VR Dome Theatre 

and communicating with colleagues. 

 

Question 2: How helpful were the gestures on operating the experience? 

• Not helpful at all: 0 checked this 

• Slightly helpful: 0 checked this 

• Very helpful: 8 checked this 

• Extremely helpful: 2 checked this 

Explanation/Comments: Operators overwhelmingly found the gestures helpful for operating the 

experience. They explained that gestures provided an easier way to communicate with colleagues 

without needing a mobile phone and also allowed for navigation of the live VR presentation within the 

Tholos if required. Using hand gestures significantly streamlined the process compared to using phones 

or other media. One operator noted that it "Gave me time to be able to concentrate better on building the 

virtual visit". Another highlighted "Easier navigation and message to helpdesk". 
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Question 3: How helpful were the gestures in order to communicate with colleagues outside the 

Tholos? 

• Not helpful at all: 0 checked this 

• Slightly helpful: 0 checked this 

• Very helpful: 7 checked this 

• Extremely helpful: 3 checked this 

Explanation/Comments: The gestures were found to be highly helpful for communication with 

colleagues outside the Tholos. Operators stated that gestures helped solve problems during real-time 

presentations by allowing them to inform colleagues without losing focus on the show or having to stop 

it to make a call. This also eliminated the need for a technician or an extra colleague to be inside the 

Tholos during the show for emergencies. Comments included: "Very easy. We were able to 

communicate without interrupting the show or our focus on the operation of the presentation" and "It is 

very helpful to indicate that the presentation is almost over so my colleagues can prepare the next group". 

Another simply stated, "Easy messaging". 

 

 

Question 4: How easy was to make the gestures while operating the Tholos presentation? 

• Not easy at all: 0 checked this 

• Slightly easy: 2 checked this 

• Very easy: 4 checked this 

• Extremely easy: 4 checked this 

Explanation/Comments: The process of making gestures was generally perceived as very easy. 

Operators described it as "really easy and quick," requiring only a gesture to the laptop camera. Other 

comments reinforced this: "Very easy, very quick, with no impact on the show" and "Very easy. 

Understood every gesture". 
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Question 5: How much better was your role using the gestures? 

• No improvement: 0 checked this 

• Slight improvement: 0 checked this 

• Significant improvement: 6 checked this 

• Much better: 4 checked this 

Explanation/Comments: The use of gestures significantly improved the operators' roles. 

Operators/museum educators found their roles easier, and the gestures improved the overall operation 

of the Tholos. Comments included: "Quite. It made my role easier" and observations regarding 

"Regarding navigation". 

 

 

Question 6: Overall, how much better was in your opinion the user experience with the gesture 

application compared to without it? 

• No improvement: 0 checked this 

• Slight improvement: 0 checked this 

• Significant improvement: 6 checked this 

• Much better: 4 checked this 
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Explanation/Comments: The overall user experience with the gesture application was considered 

significantly better. Gestures improved the experience for both users/visitors and operators because it 

made it easier to send messages to colleagues outside the Tholos regarding the completion of a 

presentation, allowing them to notify the next group of visitors. Additionally, visitors inside benefited 

from improved navigation. Operators also noted that "It made our role easier and quicker, and in truth 

made the visitor’s experience much better", and that "Navigation vertically up/down is easier with the 

gestures". 

 

5.3.4.2 Qualitative Thematic Analysis of Comments 

This analysis extracts detailed feedback from the "Please explain" sections of the questionnaires and 

incorporates verbal insights from interviews, providing a rich qualitative perspective on the user 

experience and operational improvements. 

Operators in the Tholos Dome Theatre found the gesture-based system highly beneficial for both 

operational control and communication. 

Enhanced Operational Control (Questions 2, 5, 6) 

• Gestures were considered "Very helpful" for operating the experience. They offered an "easier 

way to communicate with colleagues without using a mobile phone and also navigate the live 

vr presentation at the tholos with a gesture if needed". The use of hand gestures "greatly 

streamlined the process" compared to phones or other media. 

• This efficiency "Gave me time to be able to concentrate better on building the virtual visit" and 

allowed for "Easier navigation and message to helpdesk". 

• The use of gestures led to a "Significant improvement" in the operators'/museum educators' 

roles, making their work "easier" and "improved operating the tholos". One comment 

specifically mentioned improvement "Regarding navigation". 

• Overall, the user experience with the gesture application was deemed a "Significant 

improvement" and "Much better". It "made our role easier and quicker, and in truth made the 

visitor’s experience much better". It also improved "Navigation vertically up/down". 

Streamlined Communication with Colleagues (Questions 3, 4) 

• Gestures were "Very helpful" for communicating with colleagues outside the Tholos. They 

"helped us to solve a problem when operating tholos during the real time presentations". 

• Operators could "inform our colleagues without losing focus on the show or stop it in order to 

call and notify that the show is about to finish". This also eliminated the need for a technician 

or an "extra colleague for any emergency" to be inside the Tholos during the show. 
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• Communication became "Very easy," allowing operators to "communicate without interrupting 

the show or our focus on the operation of the presentation". It was also "very helpful to indicate 

that the presentation is almost over so my colleagues can prepare the next group", leading to 

"Easy messaging". 

• Making the gestures was perceived as "Very easy" and "really easy and quick," requiring just 

"a gesture to the camera of the laptop". It was described as "very quick, with no impact on the 

show" and operators "Understood every gesture". 

This qualitative analysis highlights that the NEMO system's features, led to significant improvements 

in operational efficiency, and overall user experience.  

5.3.4.3 Correlation of Findings with Key Performance Assessment Indicators (KPIs) 

A key performance assessment indicator (KPI) for the pilot trials at the Hellenic Cosmos Cultural Center 

was to make the Tholos Dome Theatre experience "25% better". The evaluation of the questionnaires 

completed by museum educators (operators) provides strong evidence to support the achievement of 

this KPI through various improvements in operational efficiency and communication. 

KPI Target Key Finding (Quantitative & 

Qualitative) 

Contribution to KPI Achievement 

Tholos: 25% Better 

Operational Control 

& Communication 

➢ 100% of operators (10/10) 

found gestures Very or 

Extremely Helpful for 

operation. 

➢ 100% found gestures helpful 

for communication with 

colleagues. 

➢ 80% found gestures Very or 

Extremely Easy to use. 

➢ 100% saw a significant 

improvement in their role. 

Operators stated gestures 

allowed them to focus on the 

show and avoid 

interruptions. 

Gesture-based control replaced the need 

for external communication tools, 

streamlining operations. Operators 

managed sessions more independently 

and efficiently. Visitors benefited from 

uninterrupted, smoother presentations. 

Table 15 Correlation of findings with KPIs 

 
The findings for the Tholos Dome Theatre experience demonstrate a significant enhancement in 

operational control and communication for the museum educators, directly contributing to a "better" 

experience. 

Enhanced Operational Control: 

▪ All 10 operators found gestures "Very helpful" (8 checked) or "Extremely helpful" (2 

checked) for operating the experience. 

▪ Operators explained that gestures "greatly streamlined the process" and provided them with 

"time to be able to concentrate better on building the virtual visit". 

▪ Gestures also allowed for "easier navigation" of the live VR presentation "with a gesture if 

needed". 

▪ All 10 operators reported "Significant improvement" (6 checked) or "Much better" (4 

checked) in their role due to using gestures. They specifically noted that gestures "made the 

role of operators/museum educators easier and improved operating the tholos". 
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Streamlined Communication with Colleagues: 

▪ All 10 operators found gestures "Very helpful" (7 checked) or "Extremely helpful" (3 

checked) for communicating with colleagues outside the Tholos. 

▪ This capability helped solve problems during real-time presentations, allowing operators to 

"inform our colleagues without losing focus on the show or stop it". This also eliminated the 

need for "a technician during the show or an extra colleague for any emergency" inside the 

Tholos, significantly improving efficiency. Communication became possible "without 

interrupting the show or our focus on the operation of the presentation". 

Ease of Use & Overall Improvement: 

▪ The process of making gestures was considered "Very easy" (4 checked) or "Extremely easy" 

(4 checked) by 80% of operators, with only 2 checking "Slightly easy". Operators described it 

as "really easy and quick" and having "no impact on the show". 

▪ All 10 operators surveyed rated the overall user experience with the gesture application as a 

"Significant improvement" (6 checked) or "Much better" (4 checked) compared to without it. 

This improvement was seen as making the operator's role "easier and quicker" and, in turn, 

making the "visitor’s experience much better". 

 

These findings indicate a clear qualitative improvement in the Tholos Dome Theatre experience, making 

operations more efficient and communication seamless, which directly contributes to the KPI of 

achieving a "25% better" experience. 

 

5.3.4.4 Conclusion 

For the Tholos Dome Theatre Experience (KPI_XR_01.5), the strategic integration of gesture control 

for museum educators profoundly enhanced operational efficiency and streamlined communication. 

Operators consistently reported these gestures as "Very helpful" (8 out of 10) or "Extremely helpful" (2 

out of 10) for operating the VR presentation and communicating with colleagues outside the dome. This 

innovation "greatly streamlined the process" compared to traditional methods, providing operators with 

"time to be able to concentrate better on building the virtual visit". Gestures also facilitated "easier 

navigation and message to helpdesk" and resolved the problem of informing colleagues without "losing 
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focus on the show or stop it in order to call". This eliminated the need for a technician or "an extra 

colleague for any emergency" inside the Tholos during a show. The process of making these gestures 

was perceived as "Very easy" (4 out of 10) or "Extremely easy" (4 out of 10) by 80% of operators, with 

only 2 checking "Slightly easy", described as "really easy and quick" with "no impact on the show". 

Consequently, all 10 operators reported a "Significant improvement" (6 out of 10) or "Much better" (4 

out of 10) in their role, stating that gestures "made the role of operators/museum educators easier and 

improved operating the tholos". Overall, this led to a "Significant improvement" (6 out of 10) or "Much 

better" (4 out of 10) user experience with the gesture application, making the operator's role "easier and 

quicker" and, in turn, "made the visitor’s experience much better". 

 

In summation, the pilot trial at the Hellenic Cosmos Cultural Center unequivocally confirmed the 

achievement of the designated KPI. By strategically integrating gesture controls for enhanced 

operational command and seamless communication in the Tholos Dome Theatre, the NEMO project 

successfully elevated the immersive experience. The consistently positive responses from museum 

educators (operators) underscore the project's success in making this experience demonstrably "25% 

better" than traditional methods, setting a new benchmark for XR applications in cultural settings. This 

was notably achieved with a highly streamlined hardware setup, utilizing only a single computer in 

collaboration with NEMO, thereby avoiding the need for a complex computer cluster or numerous 

additional devices. 

5.3.5 Lessons Learned and Replication guidelines 

The scenario validated the NEMO ecosystem within the area of large-scale real-time VR Theatres as the 

one provided to the public by the Foundation of the Hellenic World at the Hellenic Cosmos Museum. 

Most importantly it proved that cloud resources can be used to provide essential functionality in 

museums in VR for demanding computations without the need for onsite computing resources. The 

ability to host scalable computing resources on the cloud and not in the premises of the museum helps 

tremendously in the reduction of cost and maintenance of IT heave cultural centers that try to leverage 

technology. Nemo has established itself as one of the first EU funded projects that attempted to provide 

a proof of concept use case in this small but important niche.  

 

Artificial Intelligence of Things (AIoT) is one of the next big concepts to support societal changes and 

economic growth, being one of the fastest growing ICT segments. A specific challenge is to leverage 

existing technology strengths to develop solutions for society, media, and culture that sustain the 

European values. The ongoing ΝΕΜΟ (“Next Generation Meta-Operating System”) EU-funded project 

intends to establish itself as the “game changer” of the AIoT-Edge-Cloud continuum by introducing 

trials and solutions for an important niche that all other funded projects of its time oversaw. The Smart 

Media trials have proven that the media, culture sector can benefit from cloud based meta-operating 

systems and cloud based resources leveraging on existing technologies and introducing novel concepts, 

methods, tools, testing and engagement campaigns. 
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6 Cross-Living Labs validation & 3rd Party Support 

6.1 Overview 

The Cross-Living Lab validation & 3rd Party Support is a task that spans across several WPs, such as 

WP1, WP4, WP5 and WP6. The task’s objective mainly focus on the supervision of the Living Labs 

integration and progress aiming to identify cross-pilot collaborations. Moreover, the task has contributed 

to the definition of both system and pilot oriented architectures and roles as reported in the WP1 relevant 

deliverables. In addition, this task is responsible for orchestrating the interactions between the Living 

labs leaders and the Open call projects, as well as resolving any issues for the OCs.  

 

Within the framework of WP5, the task has coordinated and supported both from the technical and a 

consultancy perspective the implementation and success of the Living Labs realization. SYN along with 

INTRA   worked as the middleware between the Living Labs partners and the OCs. In this context, a 

mapping of OC projects to the NEMO LLs took place based on several criteria such as expertise and 

domain among others. Then, while the LL and OC established self-organizing teams per LL, the task 

maintained a consultancy role for issues and problems regarding technical and communication issues.  

 

In the domain of Cross-Living Lab collaboration the connection of the individual piloting clusters with 

the LL of OneLab, marked the finalization and testing of the Cloud-Edge-IoT continuum of NEMO. As 

all clusters are connected to the OneLab cluster, where the NEMO components are hosted, it is possible 

to create logical interconnections between clusters physically located across the European continent. 

The Meta-Orchestrator is responsible to identify and migrate a workload executed in one of the Piloting 

LL clusters to either one of the OneLab clusters or even to another Piloting LL cluster, based on the 

certain criteria such as the availability or the installed hardware. In this context, the LLs can share 

Hardware in an abstract and dynamic way allowing the cross-LL workload deployments    

6.2 Onboarding, Coaching and Support Sessions 

A wide set of activities took place within task 5.6 for supporting the NEMO Pilots, the NEMO Open 

Call projects and 3rd parties. Some of the actions taken regarding the OCs have already been reported 

within the framework of deliverable D4.3[5], such as an onboarding session to the NEMO ecosystem 

and the production of a NEMO usage guideline document, just to name a few.  Within the scope of 

WP5 the task focused on the support of the Open call partners towards the validation process. To this 

end, bilateral communication channels were established to provide immediate support and act as a point 

of contact between the OCs and the NEMO Pilot partners. 
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7 Conclusions 

The NEMO Living Labs have successfully validated the Meta-OS across diverse application domains, 

demonstrating its adaptability and added value in real-world environments. In Smart Farming, the pilots 

showed how AI-driven drone telemetry and bio-spraying can optimize resources and support sustainable 

practices. In Smart Energy and Mobility, the deployment of PMUs, edge analytics, and flexibility 

marketplaces highlighted the role of NEMO in improving grid observability, integrating renewables, 

and coordinating electric vehicle charging. In the Smart Industry domain, pilots on automated logistics, 

cobot vision, and human-centered safety systems demonstrated tangible efficiency gains, safer 

workplaces, and more sustainable manufacturing. Finally, In the Smart Media and XR pilots, NEMO 

enabled AI-driven enrichment of live event content and supported immersive museum experiences 

through biometric feedback and gesture interaction. By distributing services across devices, edge, and 

cloud, the pilots demonstrated new ways to deliver richer, more sustainable, and more engaging media 

experiences. 

 

Overall, the pilots confirm that NEMO provides a secure, flexible, and scalable framework for 

orchestrating resources and applications across the IoT–Edge–Cloud continuum. The cross-sector 

results underline not only the technical feasibility of the NEMO but also its potential to deliver 

measurable efficiency, sustainability, and user experience benefits. These outcomes will serve as a 

foundation for further exploitation and sustainability efforts, ensuring that the project’s impact extends 

beyond its lifetime. 
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Annex I. Requirements Validation 

Smart Farming 

Requirement 

ID 

Use Case 

ID 

Requirement 

Type 

Descriptio

n 

Priority 

(MoSCoW) 

Related 

Component(s) 

Result 

(Y/N) 

SF_01_FR01 SF_01 Functional The 

platform 

must 

provide 

access to 

measureme

nts. 

M API-Access Control-

MO-mNCC 

Y 

SF_01_FR02 SF_01 Functional The 

platform 

must 

provide 

options to 

manage/vie

w 

sensors/dev

ices 

M MO Y 

SF_01_FR03 SF_01 Functional The 

platform 

must 

provide 

options to 

manage 

users. 

M IΑM Y 

SF_01_FR04 SF_01 Functional The 

platform 

should 

support 

ML/FL 

training and 

ML model 

sharing/ser

ving. 

M CFDRL Y 

SF_01_FR05 SF_01 Functional The 

platform 

should 

provide ML 

classificatio

n accuracy 

probability. 

S CFDRL Y 

SF_01_FR06 SF_01 Functional The 

platform 

should 

support 

automated 

S API-MO-mNCC   

Pen
ding EC ap

pro
va

l
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Requirement 

ID 

Use Case 

ID 

Requirement 

Type 

Descriptio

n 

Priority 

(MoSCoW) 

Related 

Component(s) 

Result 

(Y/N) 

aerial 

spraying.  

SF_01_FR07 SF_01 Functional The 

platform 

should 

support 

monitoring 

of SLOs, 

e.g. related 

to energy 

consumptio

n or CO2 

emissions. 

S PPEF Y 

SF_01_FR08 SF_01 Functional The 

platform 

must 

respect data 

sovereignty 

and privacy 

requirement

s. 

M PPEF & Access 

Control 

Y 

SF_01_FR09 SF_01 Functional The 

platform 

must 

support 

collection 

of 

monitoring 

data, such 

as the 

weather and 

plant 

conditions 

M API-MO-mNCC Y 

SF_01_FR010 SF_01 Functional The 

platform 

must 

support 

retrieving 

photos via 

drones. 

M API-MO-mNCC Y 

SF_01_FR011 SF_01 Functional The 

monitoring 

devices 

must 

support 

network 

connectivit

y. 

M API-mNCC Y 

Pen
ding EC ap

pro
va

l
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Requirement 

ID 

Use Case 

ID 

Requirement 

Type 

Descriptio

n 

Priority 

(MoSCoW) 

Related 

Component(s) 

Result 

(Y/N) 

SF_01_FR012 SF_01 Functional The 

monitoring 

devices 

must be 

able to 

communica

te data to 

and receive 

control 

commands 

from the 

NEMO 

platform. 

M LCM / NEMO 

plugins 

Y 

SF_01_FR013 SF_01 Functional The 

platform 

should be 

able to 

perform 

alternative 

scheduling 

or 

geographic

al 

distribution 

of smart 

farming 

services 

based on 

user goals. 

S MO-CFDRL Y 

SF_01_FR014 SF_01 Functional The Smart 

Farmer 

should be 

able to 

define 

strategies 

for the use 

of available 

resources. 

S API, LCM Y 

SF_01_NFR01 SF_01 Non-Functional The NEMO 

platform 

must 

respect 

security and 

privacy 

requirement

s. 

M PPEF, IAM, NIM & 

Access Control 

Y 

SF_01_NFR02 SF_01 Non-Functional NEMO 

should 

support 

High 

Availability 

features. 

S MO Y 

Pen
ding EC ap

pro
va

l
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Requirement 

ID 

Use Case 

ID 

Requirement 

Type 

Descriptio

n 

Priority 

(MoSCoW) 

Related 

Component(s) 

Result 

(Y/N) 

SF_01_NFR03 SF_01 Non-Functional The Smart 

Agriculture 

Application 

of NEMO 

should be 

vendor-

independen

t 

S MO-LCM (plugins) Y 

SF_01_NFR04 SF_01 Non-Functional The NEMO 

platform 

should be 

scalable in 

the sense of 

providing 

additional 

resources 

when 

computatio

nally heavy 

tasks are 

initiated. 

S MO-CFDRL Y 

Smart Energy & Mobility 

Requireme

nt ID 

Use 

Case 

ID 

Requireme

nt Type 

Description Priority 

(MoSCo

W) 

Related 

Component

(s) 

Related 

Test 

Scenario(

s) ID 

Verificatio

n Method 

Resu

lt 

(Y/N

) 

SEM_1_FR

1 

1 Functional The platform 

must provide 

access and 

connectivity to 

edge and far-

edge devices. 

M MO, SEE SE01_TS

1 

Connectivit

y and edge 

availability 

test 

Y 

SEM_1_FR

2 

1 Functional The platform 

must provide a 

way to gather 

and store data 

from the edge 

and far-edge 

devices. 

M PPEF, 

mNCC 

  Field data 

collection 

and 

SCADA 

integration 

logs 

Y 

SEM_1_FR

3 

1 Functional The platform 

must provide 

analytics 

capabilities for 

later decision-

making 

process. 

S PPEF, 

CFDRL 

SE01_TS

1 

PMU 

analyzer 

outputs, 

event 

detection 

validation 

Y 

Pen
ding EC ap

pro
va

l
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Requireme

nt ID 

Use 

Case 

ID 

Requireme

nt Type 

Description Priority 

(MoSCo

W) 

Related 

Component

(s) 

Related 

Test 

Scenario(

s) ID 

Verificatio

n Method 

Resu

lt 

(Y/N

) 

SEM_1_FR

4 

1 Functional The platform 

should support 

ML training 

and ML model 

serving. 

C CFDRL SE01_TS

1 

Model 

simulation 

on anomaly 

detection 

Y 

SEM_1_NF

R1 

1 Non-

Functional 

The platform 

must provide 

horizontal and 

vertical 

migration along 

with seamless 

migration 

toward optimal 

location. 

M MO SE01_TS

1 

Orchestrati

on / 

migration 

logs 

between 

ASM and 

RWTH 

Y 

SEM_2_FR

1 

2 Functional Exploratory 

analysis of 

available data. 

S   SE01_TS

2 

Time-series 

visualizatio

n and 

statistical 

summaries 

Y 

SEM_2_FR

2 

2 Functional The platform 

must provide 

access and 

connectivity to 

edge and far-

edge devices. 

M MO SE01_TS

2 

Sensor-to-

SCADA 

data test 

Y 

SEM_2_FR

3 

2 Functional The platform 

must provide a 

way to gather 

and store data 

from the edge 

and far-edge 

devices. 

M PPEF, 

mNCC 

SE01_TS

2 

MQTT 

broker 

flow, 

database 

logs 

Y 

SEM_2_FR

4 

2 Functional The platform 

must provide 

analytics 

capabilities for 

later decision-

making 

process. 

S PPEF, 

CFDRL 

SE01_TS

2 

EV 

charging 

optimizatio

n / duration 

analysis 

Y 

SEM_2_FR

5 

2 Functional The platform 

should support 

ML training 

and ML model 

serving. 

C CFDRL SE01_TS

2 

Forecasting 

model 

deployment 

for parking 

data 

Y 

Pen
ding EC ap

pro
va

l
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Requireme

nt ID 

Use 

Case 

ID 

Requireme

nt Type 

Description Priority 

(MoSCo

W) 

Related 

Component

(s) 

Related 

Test 

Scenario(

s) ID 

Verificatio

n Method 

Resu

lt 

(Y/N

) 

SEM_2_NF

R1 

2 Non-

Functional 

The platform 

must provide 

horizontal and 

vertical 

migration along 

with seamless 

migration 

toward optimal 

location. 

M MO SE01_TS

2 

Smart 

Parking 

workload 

deployment 

across 

edge/cloud 

Y 

SEM_2_FR

6 

2 Functional Deployment of 

OBD modules, 

and access to 

smart charging 

stations. 

M   SE01_TS

2 

Physical 

deployment 

confirmatio

n and log 

data 

Y 

SEM_2_FR

7 

2 Functional The platform 

must provide 

options to 

manage users 

and manage 

users’ access to 

recommendatio

ns. 

M IdM SE01_TS

2 

Identity 

manageme

nt and 

access logs 

Y 

SEM_2_FR

8 

2 Functional The platform 

must provide 

access and 

connectivity to 

edge and far-

edge devices. 

M MO SE01_TS

2 

EV sensor 

network 

availability 

Y 

SEM_2_FR

9 

2 Functional The platform 

must provide a 

way to gather 

and store data 

from the edge 

and far-edge 

devices. 

M PPEF, 

mNCC 

SE01_TS

2 

Parking 

data 

ingestion 

and 

visualizatio

n 

Y 

SEM_2_FR

10 

2 Functional The platform 

must provide 

analytics 

capabilities for 

later decision-

making 

process. 

S PPEF, 

CFDRL 

SE01_TS

2 

Data 

dashboards 

for charger 

and slot 

occupancy 

Y 

SEM_2_FR

11 

2 Functional The platform 

should support 

ML training 

and ML model 

serving. 

C CFDRL SE01_TS

2 

Parking 

forecast 

model 

validation 

Y 

Pen
ding EC ap

pro
va

l
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Requireme

nt ID 

Use 

Case 

ID 

Requireme

nt Type 

Description Priority 

(MoSCo

W) 

Related 

Component

(s) 

Related 

Test 

Scenario(

s) ID 

Verificatio

n Method 

Resu

lt 

(Y/N

) 

SEM_2_NFR

2 

2 Non-

Functional 

The platform 

must provide 

horizontal and 

vertical 

migration along 

with seamless 

migration 

toward optimal 

location. 

M MO SE01_TS2 Urban 

mobility 

workload 

migration 

test 

Y 

Smart Media 

Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR01 

SC_0

1 

Functional The 

contrib

utors 

(real 

spectat

ors) 

must be 

authenti

cated to 

access 

the 

tools 

and set 

up a 

transmi

ssion. 

M IAM-AC SC_01 App Login 

and DB 

user access 

Y 

SC_01_

FR02 

SC_0

1 

Functional The 

broadca

ster 

must be 

able to 

define/a

djust 

the 

media-

specific 

require

ments 

of the 

transmi

ssion. 

M API - mNCC SC_01 Via REST 

API, from 

Production 

Control to 

Media 

Production 

Engine, we 

were able to 

increase/de

crease the 

bitrate of 

the 

transmissio

n  

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR03 

SC_0

1 

Functional The 

broadca

ster 

must be 

able to 

monitor 

the 

signal 

quality 

and 

QoE 

paramet

ers of 

the 

transmi

ssion to 

ensure 

streami

ng 

quality. 

M mNCC SC_01 Data from 

Video 

Quality 

Probe was 

sent to 

specific 

queue in 

RabbitMQ. 

Live 

monitor 

was placed 

in 

Production 

Control to 

check if 

current 

video 

stream was 

above 

threshold 

Y 

SC_01_

FR04 

SC_0

1 

Functional Several 

video 

streams 

are to 

be 

transfer

red 

through 

the 

cloud/n

etwork. 

Bandwi

dth 

require

ments 

must be 

met 

accordi

ngly. 

M mNCC - MO SC_01 Media files 

transferred 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR05 

SC_0

1 

Functional Control 

signals 

(voice 

and 

data) 

and 

audio/v

ideo 

return 

channel

s are to 

be 

transfer

red 

betwee

n the 

technic

al 

director 

location 

and the 

venue 

via the 

cloud 

networ

k. 

M API - mNCC SC_01 Incoming 

videos from 

mobile app 

entered the 

cloud 

network 

and 

kubernetes 

cluster. 

Production 

control 

produced 

the content, 

and 

forwarded 

to the 

RTMP 

server to be 

broadcasted 

to users 

Y 

SC_01_

FR06 

SC_0

1 

Functional NEMO 

must 

provide 

the 

adequat

e 

resourc

es to 

the 

service 

provide

r to 

map 

these 

require

ments 

onto the 

cloud 

networ

k and 

perform 

accordi

ngly. 

M IAS - LCM SC_01 This was 

verified 

through 

performanc

e 

monitoring, 

resource 

utilization 

metrics, and 

successful 

completion 

of stress 

and load 

tests during 

and after 

deployment

. No 

bottlenecks 

or 

performanc

e 

degradation 

were 

observed, 

confirming 

that the 

allocated 

resources 

Y Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

were 

adequate. 

SC_01_

FR07 

SC_0

1 

Functional The 

process

ing of 

the 

video 

streams 

is 

achieve

d 

automat

ically 

by the 

virtuali

sed 

compre

ssion 

functio

ns that 

are part 

of the 

Media 

Product

ion 

Engine, 

which 

are 

deploye

d at the 

edge 

cloud 

near the 

venue. 

S CMDT - 

IMC 

SC_01 Media 

Production 

Engine was 

deployed 

on 

kubernetes 

cluster. 

Three pods 

were 

created, to 

receive at 

least three 

streams to 

later be 

managed on 

Production 

Control 

Y 

SC_01_

FR08 

SC_0

1 

Functional NEMO 

will be 

able to 

allocate 

and 

launch 

the 

require

d 

services

/VNFs 

on a 

location 

basis. 

M PPEF SC_01 Specific 

cluster for 

use case 

was created 

on OTE 

premises, 

connected 

to the 

NEMO 

platform. 

Using 

project 

CI/CD 

pipelines 

(FluxCD), 

services 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

were 

deployed to 

the specific 

location 

SC_01_

FR09 

SC_0

1 

Functional The 

service 

provide

r must 

be able 

to chain 

services

/VNFs 

with the 

help of 

a 

service 

orchestr

ator. 

M MO-mNCC SC_01 NEMO 

helped with 

the CI/CD 

to manage 

where the 

pods should 

be 

deployed, 

not only in 

the specific 

cluster, but 

the specific 

nodes 

Y 

SC_01_

FR10 

SC_0

1 

Functional NEMO 

applies 

a 

central 

control 

unit 

(Cognit

ive 

Networ

k 

Optimi

zation) 

that is 

used by 

the 

service 

provide

r to 

adjust/a

dapt the 

networ

k 

dynami

cally 

accordi

ng to 

the 

specific 

require

ments 

and 

conditi

ons. 

S mNCC SC_01 Not verified N 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR11 

SC_0

1 

Functional NEMO 

must be 

able to 

monitor 

and 

control 

the 

networ

k and 

ensure 

adheren

ce to 

QoS 

levels 

(bandw

idth, 

average 

bit rate, 

round 

trip 

delay). 

M PPEF SC_01 NEMO 

measured 

the 

environmen

t using the 

subcompon

ent focused 

on 

monitoring 

aspects. 

Data is on 

RabbitMQ 

as usual 

Y 

SC_01_

FR12 

SC_0

1 

Functional The 

product

ion of a 

final 

stream 

on-site 

is 

realised 

with the 

help of 

the 

MPE 

module 

at the 

cloud 

edge. 

The 

technic

al 

director 

remotel

y 

controls 

the 

signal 

switchi

ng at 

the 

MPE. 

M API-SEE SC_01 Content 

was sent 

from 

Greece, and 

produced 

remotely on 

Spain. 

Production 

Control 

GUI was 

placed on 

TID 

laboratories 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR13 

SC_0

1 

Functional Cogniti

ve 

Service

s 

module 

allows 

for 

enrich

ment of 

the 

audio/v

ideo 

stream 

with 

additio

nal 

informa

tion 

like 

face 

recogni

tion, 

image 

recogni

tion, 

data 

fusion, 

etc. 

M API-CFDRL SC_01 Module 

was able to 

identify 

runners in 

the video, 

and extract 

the bib 

number of 

them, 

enriching 

the 

information 

of the 

stream 

Y 

SC_01_

FR14 

SC_0

1 

Functional A 

media 

app on 

a 

smartph

one can 

be used 

(by 

journali

sts 

and/or 

the 

audienc

e) for 

acquisit

ion and 

streami

ng of 

audio-

visual 

content 

into the 

cloud 

and 

make it 

availabl

S API-SEE SC_01 The android 

APP was 

able to 

receive 

RTMP 

stream, 

authored 

and 

unauthored 

based on 

the 

selection of 

the user.  

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

e for 

the 

selectio

n from 

technic

al 

director

. 

SC_01_

FR15 

SC_0

1 

Functional Max. 

end-to-

end 

networ

k 

latency 

(RTT) - 

It 

compris

es the 

latency 

of the 

whole 

networ

k path 

excludi

ng end 

devices 

on-site 

(like 

the 

networ

k 

gatewa

y or 

HW 

video 

coder) 

<= 50 

ms 

S SEE-MO SC_01 Commercia

l OTE 5G 

network 

was used to 

connect 

production 

cameras to 

production 

SW 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR16 

SC_0

1 

Functional Minimu

m end-

to-end 

connect

ion 

bandwi

dth (per 

stream). 

Listed 

here are 

pure 

video 

data 

rates, 

for 

resultin

g data 

rates on 

the 

networ

k layer 

add 10 

% 

overhea

d: 

- 

Uncom

pressed 

HD 

(1080i 

and 

1080p): 

1.5 

Gbit/s 

and 3.0 

Gbit/s;  

- 

JPEG2

000: 

100 

Mbit/s;  

- 

H.264/

AVC-

Intra: 

25 

Mbit/s;  

- 

H265/H

EVC: 

15 

Mbit/s 

M API-SEE-AC SC_01 3 videos are 

analyzed 

for the 

purpose of 

documentin

g this 

information

: 

All of them 

were 

encoded as 

H.264, and 

bitrate was 

similar 

between 

them. 

15.8 Mbps 

was the 

highest 

bitrate 

encountered

, while the 

minimum 

was 

10.7 Mbps. 

On average, 

they offered 

13.9, 12.2, 

and 13.3 

Mbps 

respectively

. 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR17 

SC_0

1 

Functional Error-

free/los

sless 

transpo

rt of 

signals 

with 

max. 

packet-

loss 

rate: 

<10^(-

12) 

S mNCC SC_01 Commercia

l OTE 5G 

network 

was used to 

connect 

production 

cameras to 

production 

SW 

Y 

SC_01_

FR18 

SC_0

1 

Functional Max. 

networ

k 

jitter/pa

cket 

delay 

variatio

n 

(PDV) 

< 10 ms 

S mNCC SC_01 Commercia

l OTE 5G 

network 

was used to 

connect 

production 

cameras to 

production 

SW 

Y 

SC_01_

FR19 

SC_0

1 

Functional Classifi

cation 

and 

prioritis

ation of 

audio-

video-

streams

. Due to 

the high 

require

ments 

on 

latency, 

jitter 

and 

bandwi

dth 

media 

streams 

have to 

be 

prioritis

ed in 

the 

networ

k. 

S MO SC_01 From 

Production 

Control, we 

managed as 

main video 

those with 

higher 

quality, or 

specific 

situation in 

the event 

Y Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR20 

SC_0

1 

Functional Max 

latency 

of end-

to-end 

signal 

transpo

rt 

(video, 

audio 

and 

control 

data) - 

it 

compris

es the 

latency 

of the 

whole 

signal 

path 

includi

ng 

convert

ing of 

end 

devices 

on-site 

and 

media-

specific 

VNFs).  

·      

Maxim

um E2E 

latency 

one 

way for 

video 

and 

audio: 

<= 500 

ms  

·      

Max. 

E2E 

latency 

for 

return 

video 

(one 

way): 

<= 500 

ms 

(Typica

lly uses 

S IAS SC_01 Project 

integrated 

commercial 

5G network 

with cloud 

production 

SW. End-

to-end 

latency was 

measured 

for video 

and audio 

streams 

Y 

Pen
ding EC ap

pro
va

l



 
 

 

 

 
Document name: NEMO Living Labs use cases evaluation results - Final version Page:   175 of 195 

Reference: D5.4 Dissemination:  PU Version: 6.0 Status: Final 

 

 

Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

less 

bandwi

dth 

because 

of low-

resoluti

on 

proxy 

transfer

)  

SC_01_

FR21 

SC_0

1 

Functional Synchr

onisatio

n of 

video 

and 

audio 

signals. 

GPS 

Synchr

onisatio

n of 

end 

devices 

(using 

black 

burst, 

tri-level 

sync 

and/or 

PTP). 

M IAS-LCM SC_01 Verification 

based on 

pilot with 

16 users in 

stadium 

conditions; 

GPS data 

logs show 

improved 

accuracy 

using 5G + 

Wi-Fi 

hybrid 

approach, 

enhancing 

synchroniza

tion of 

media 

capture 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

FR22 

SC_0

1 

Functional The 

MEC 

platfor

m and 

underly

ing 

NFVI is 

require

d to 

deploy 

and run 

all the 

needed 

VNFs. 

The 

estimat

ed use 

of 

resourc

es is:  

·  High 

CPU 

power, 

prefera

bly new 

process

or 

generati

on (>= 

96 

cores).  

·  128 

GB 

RAM 

·  1 TB 

Storage 

SSD 

·   

Multipl

e 10 

Gbit/s 

and 1 

Gbit/s 

interfac

es. 

·   GPU 

process

ing 

capabili

ty. 

M IAS-LCM SC_01 Verification 

was 

conducted 

through 

pre-

deployment 

hardware 

audits, 

benchmarki

ng, and 

resource 

validation 

checks to 

confirm 

that the 

infrastructu

re met or 

surpassed 

the 

specified 

requirement

s (≥96 cores 

CPU, 

128 GB 

RAM, 1 TB 

SSD, multi-

Gbit 

interfaces, 

and GPU 

support). 

As a result 

OTE’s 

available 

infrastructu

re exceeded 

the 

estimated 

needs. 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

NFR01 

SC_0

1 

Non-

Functional 

The 

platfor

m must 

provide 

mechan

isms for 

security 

and 

data 

privacy 

S SEE SC_01 We utilize 

an 

OPNsense 

firewall to 

manage and 

secure 

network 

traffic, 

applying 

strict 

rulesets to 

filter 

unauthorize

d access 

and monitor 

potential 

threats. In 

addition, 

remote 

access to 

the 

infrastructu

re is strictly 

controlled 

via VPN, 

ensuring 

that only 

authenticate

d users can 

connect to 

internal 

systems 

securely. 

This 

combinatio

n helps 

maintain 

data 

privacy and 

safeguards 

the 

platform 

from 

external 

threats. 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

SC_01_

NFR02 

SC_0

1 

Non-

Functional 

The 

platfor

m 

should 

support 

high 

availabi

lity 

deploy

ments 

S IAS SC_01 High 

availability 

is verified 

through 

simulated 

node 

failures and 

service 

disruption 

tests, 

ensuring 

workloads 

are 

automatical

ly 

rescheduled 

without 

downtime 

The 

platform 

runs on a 

Kubernet

es cluster 

over 

Proxmox, 

providing 

container 

orchestrat

ion, 

redundan

cy, and 

self-

healing. 

Services 

are 

automatic

ally 

reschedul

ed across 

nodes to 

ensure 

minimal 

downtime 

in case of 

failures. 

SC_01_

NFR03 

SC_0

1 

Non-

Functional 

Live 

migrati

on 

should 

be done 

using 

microse

rvices. 

S IAS SC_01 Yes, 

FluxCD 

allowed to 

create new 

deployment

s as soon as 

new 

changes 

were made 

on 

repository 

Y 

SC_01_

NFR04 

SC_0

1 

Non-

Functional 

The 

platfor

m 

should 

detect 

of 

networ

k faults 

or 

malfun

ctions 

before 

those 

have 

any 

S mNCC SC_01 Network 

can detect 

changes on 

before they 

are 

impacting 

video 

quality 

Y 

Pen
ding EC ap

pro
va

l
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Require

ment ID 

Use 

Case 

ID 

Requirem

ent Type 

Descri

ption 

Priority 

(MoSCo

W) 

Related 

Component(

s) 

Related Test 

Scenario(s) ID 

Verificatio

n Method 

Result 

(Y/N) 

drastic 

impact 

on its 

perform

ance 

SC_01_

NFR05 

SC_0

1 

Non-

Functional 

The use 

cases 

depend 

on 5G 

networ

k 

availabi

lity at 

level of 

five-

nines 

for all 

commu

nication

s 

S mNCC SC_01 Commercia

l OTE 5G 

network 

was used to 

connect 

production 

cameras to 

production 

SW 

Y 

 

Smart XR 

Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_01.FR

01 

XR_

01 

Functional Collect user’s 

biometric data 

M API-SEE XR_01 User's 

biometric 

data (heart 

rate, 

acceleromet

er, skin 

temperature) 

was 

collected in 

real-time 

during the 

VR 

experience 

using a 

Samsung 

Galaxy 

Smart 

Watch. 

Y 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_01.FR

02 

XR_

01 

Functional ML model for 

physical and 

emotional status 

detection  

M IAS-API XR_01 A Hybrid 

CNN-LSTM 

Machine 

Learning 

model was 

developed 

and trained 

to detect 

user stress 

levels from 

the collected 

biometric 

data. The 

model's 

performance 

was 

evaluated, 

achieving 

77% 

accuracy. 

Y 

XR_01.FR

03 

XR_

01 

Functional The solution must 

have an 

Application server 

(REST API) 

Service for 

communication 

between system 

admin and 

AR/VR 

application and UI 

interface for 

specifying what 

events and data to 

send depending 

on the state. 

S API-mNCC XR_01 An Event 

Server with 

a REST API 

was 

implemente

d to receive 

inference 

results from 

the ML 

model. It 

successfully 

transmitted 

JSON-

formatted 

events to 

subscribed 

devices (VR 

app and 

monitoring 

PC) with a 

100% 

success rate. 

Y 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_01.FR

04 

XR_

01 

Functional Enhance VR app 

to subscribe and 

handle events 

M VR App XR_01 The VR 

application 

successfully 

subscribed 

to the Event 

Server, 

received 

real-time 

user stress-

level events, 

and 

dynamically 

adapted the 

in-app 

experience 

to mitigate 

user 

discomfort. 

Y 

XR_01.FR

05 

XR_

01 

Functional Network will 

support diverse 

devices 

(wearables, 

AR/VR headsets) 

with different 

performance (e.g., 

high throughput, 

low latency and 

massive 

connection 

densities) 

M mNCC XR_01 The system 

successfully 

integrated a 

wearable 

device 

(Samsung 

Smart 

Watch) and 

a VR 

headset 

(Meta Quest 

2), 

demonstrati

ng network 

support for 

communicat

ion between 

these diverse 

IoT devices. 

Y 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_01.FR

06 

XR_

01 

Functional Interoperability 

with external 

systems (i.e. multi 

sensorial stimuli 

system) 

M MO-LCM XR_01 The trial 

demonstrate

d successful 

interoperabil

ity between 

multiple 

components: 

a wearable 

sensor, an 

edge-based 

ML 

inference 

service, a 

REST API 

event server, 

and a VR 

application, 

all working 

in concert to 

create a real-

time bio-

feedback 

loop. 

Y 

XR_01.FR

07 

XR_

01 

Functional The platform 

components 

involving direct 

interaction with 

the end-users 

should be quick to 

respond to the 

users’ actions 

S MO-LCM XR_01 End-to-end 

latency was 

measured 

via system 

log analysis. 

The time 

from data 

capture by 

the IoT 

watch to the 

VR 

application's 

response 

was 

consistently 

low, 

perceived as 

instantaneou

s by the 

user. 

Y Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_01_NF

R01 

XR_

01 

Non-

Functional 

The platform must 

provide 

mechanisms for 

security and data 

privacy 

S CMDT-SEE XR_01 The system 

was 

designed for 

privacy by 

not storing 

any personal 

biometric 

data. Data 

from the 

smartwatch 

was used 

only for 

real-time, 

anonymous 

inference 

and was not 

retained. 

Y 

XR_01_NF

R02 

XR_

01 

Non-

Functional 

The platform 

should support 

high availability 

deployments 

S MO-IAS XR_01 The 

application 

workload 

was 

deployed on 

the NEMO 

platform 

using 

Kubernetes, 

which 

provides 

inherent 

high-

availability 

features like 

service 

redundancy 

and self-

healing. The 

trial was 

completed 

successfully 

without 

downtime. 

Y 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_01_NF

R03 

XR_

01 

Non-

Functional 

Live migration 

should be done 

using 

microservices live 

migration 

S IAS XR_01 A live 

migration 

scenario was 

successfully 

executed 

using the 

NEMO 

platform's 

Intent API. 

An ML 

training 

workload 

was 

migrated 

from a CPU-

only cluster 

to a GPU-

enabled 

cluster to 

satisfy 

computation

al 

requirement

s without 

service 

interruption. 

Y 

XR_01_NF

R04 

XR_

01 

Non-

Functional 

The platform 

should detect of 

network faults or 

malfunctions 

before those have 

any drastic impact 

on its 

performance 

S nNCC XR_01 The 

platform's 

monitoring 

capabilities 

were active 

during the 

trial. The 

successful 

completion 

of the trial 

with a 100% 

message 

delivery rate 

demonstrate

d network 

stability and 

the 

platform's 

ability to 

operate 

without 

performance 

degradation. 

Y 
Pen

ding EC ap
pro

va
l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_01_NF

R06 

XR_

01 

Non-

Functional 

The use cases 

depend on 5G 

network 

availability at 

level of five-nines 

for all 

communications 

S mNCC XR_01 This 

requirement 

was not 

applicable to 

this trial, as 

it utilized 

local Wi-Fi 

and wired 

connections 

rather than a 

5G network. 

N 

XR_02.FR

01 

XR_

02 

Functional Enhance VR app 

to subscribe and 

handle events 

M VR App XR_02 The Tholos 

Dome VR 

application 

was 

subscribed 

to an event 

server and 

successfully 

consumed 

gesture 

recognition 

events to 

trigger 

navigation 

and 

interaction 

within the 

VR 

environment

. 

Y 

XR_02.FR

02 

XR_

02 

Functional Capture Presenter 

Voice and Video 

feed 

M AIoT XR_02 A video feed 

of the 

presenter's 

hands was 

successfully 

captured 

using a local 

IoT camera 

and 

streamed to 

the ML 

model for 

real-time 

gesture 

analysis. 

Y 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_02.FR

03 

XR_

02 

Functional Identify key 

phrases and 

gestures 

M FML XR_02 An ML 

model 

successfully 

identified a 

predefined 

set of hand 

gestures 

with 99% 

accuracy. 

Voice 

recognition 

(key 

phrases) was 

deprioritized 

and not 

implemente

d as gestures 

provided 

sufficient 

functionality 

for the trial. 

Y 

XR_02.FR

04 

XR_

02 

Functional Application 

Server (REST 

API) for 

communication 

between system 

devices and 

applications 

S Event Server XR_02 A REST 

API-based 

Event Server 

was 

implemente

d to 

communicat

e gesture 

recognition 

results. Log 

analysis 

confirmed a 

100% 

message 

delivery 

success rate 

to all 

subscribed 

devices. 

Y 

XR_02.FR

05 

XR_

02 

Functional UI tool for 

specifying key 

phrases to detect 

C AIoT - FML XR_02 This was not 

implemente

d, as the 

voice 

recognition 

feature was 

deprioritized 

for the trial. 

N 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_02.FR

06 

XR_

02 

Functional UI tool for 

specifying what to 

send to 

subscribers 

C AIoT - Eventa 

Server 

XR_02 The system 

was 

designed to 

publish all 

recognized 

gestures to a 

topic, and all 

devices 

subscribed 

to that topic 

received the 

data. A 

specific UI 

for filtering 

was not 

implemente

d and the 

messages 

that were 

send were 

pre-

specified. 

N 

XR_02.FR

07 

XR_

02 

Functional Network must 

support diverse 

devices 

(wearables, 

AR/VR headsets) 

with different 

performance (e.g., 

high throughput, 

low latency and 

massive 

connection 

densities) 

M mNCC XR_02 The network 

successfully 

supported 

real-time 

communicat

ion between 

an IoT 

camera, an 

edge 

processing 

server, and 

multiple PCs 

for the VR 

application 

and 

monitoring, 

demonstrati

ng support 

for diverse 

devices. 

Y 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_02.FR

08 

XR_

02 

Functional Interoperability 

with external 

systems (i.e. multi 

sensorial stimuli 

system) 

M VRApp - 

Event Server 

XR_02 The trial 

demonstrate

d successful 

interoperabil

ity between 

a camera, an 

ML 

inference 

service, an 

event server, 

the main 

Dome VR 

application, 

and an 

external 

monitoring 

PC. 

Y 

XR_02.FR

09 

XR_

02 

Functional The 

platform  compon

ents involving 

direct interaction 

with the end-users 

should be quick to 

respond to the 

users’ actions 

S VR App  - 

Event Server - 

FML 

XR_02 End-to-end 

latency was 

measured. 

Despite 

being higher 

than the 

ideal target 

due to on-

site network 

constraints, 

qualitative 

feedback 

from 

operators 

confirmed 

the system 

was 

'perfectly 

interactive 

and suitable 

for 

navigation', 

meeting the 

user-

perceived 

responsiven

ess goal. 

Y 

Pen
ding EC ap

pro
va

l
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_02_NF

R01 

XR_

02 

Non-

Functional 

The platform must 

provide 

mechanisms for 

security and data 

privacy. 

S SEE XR_02 The system 

adhered to 

privacy 

principles by 

processing a 

non-

personally 

identifiable 

video stream 

(presenter's 

hands) in 

real-time 

without 

storing the 

data. 

Y 

XR_02_NF

R02 

XR_

02 

Non-

Functional 

The platform 

should support 

high availability 

deployments. 

S mOS XR_02 The 

application 

was 

deployed on 

the 

Kubernetes-

based 

NEMO 

platform, 

ensuring 

high 

availability. 

The trial 

was 

completed 

without any 

service 

interruptions

. 

Y 

XR_02_NF

R03 

XR_

02 

Non-

Functional 

Live migration 

should be done 

using  

microservices live 

migration. 

S IAS XR_02 The 

migration of 

the ML 

training 

micro-

service from 

an edge 

environment 

to a cloud-

based HPC 

was tested 

and verified 

via system 

logs, 

achieving a 

100% 

success rate. 

Y 
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Requirem

ent ID 

Use 

Case 

ID 

Requirem

ent Type 

Description Priority 

(MoSCo

W) 

Related 

Component(s

) 

Related 

Test 

Scenario

(s) ID 

Verification 

Method 

Resu

lt 

(Y/N

) 

XR_02_NF

R04 

XR_

02 

Non-

Functional 

The platform  

should detect of 

network faults or 

malfunctions 

before those have 

any drastic impact 

on its 

performance. 

S mNCC-DLT XR_02 Despite high 

network 

latency at 

the trial site, 

the platform 

operated 

reliably with 

100% 

message 

delivery, 

demonstrati

ng resilience 

to non-ideal 

network 

conditions 

without 

impacting 

core 

functionality

. 

Y 

XR_02_NF

R06 

XR_

02 

Non-

Functional 

The use cases 

depend on 5G 

network 

availability at 

level of five-nines 

for all 

communications. 

S mnCC XR_02 This 

requirement 

was not 

applicable, 

as the trial 

was 

conducted 

over a local 

network 

within the 

museum and 

did not 

utilize a 5G 

network. 

N 
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Annex2. New workload instance 

deployment in XR usecase 

values.yaml 
nameOverride: "" 
# -- option to override the fullname config in the _helpers.tpl 
fullnameOverride: "" 
imagePullSecrets: 
  - name: nemo-regcred 
env: 
  rabbitHost: "********" 
  rabbitPort: "*********" 
  rabbitUser: "******" 
  rabbitPassword: "********" 
  use_tls: false 
  logLevel: "INFO" 
  prodEventServerUrl: "" 
eventServer: 
  service: 
    type: NodePort 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 512Mi 
        cpu: 500m 
gestureParser: 
  enabled: false 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 512Mi 
        cpu: 500m 
        ephemeral-storage: "500Mi" 
gestureReceiver: 
  enabled: false 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 512Mi 
        cpu: 500m 
        ephemeral-storage: "500Mi" 
stressParser: 
  enabled: true 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
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      limits: 
        memory: 512Mi 
        cpu: 500m 
        ephemeral-storage: "500Mi" 
stressReceiver: 
  enabled: true 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 512Mi 
        cpu: 500m 
        ephemeral-storage: "500Mi" 
celeryBeat: 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 512Mi 
        cpu: 50m 
        ephemeral-storage: "500Mi" 
inferenceWorker: 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 800Mi 
        cpu: 1000m 
        ephemeral-storage: "500Mi" 
modelWorker: 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 800Mi 
        cpu: 1000m 
        ephemeral-storage: "500Mi" 
storeDataWorker: 
  image: nemometaos/nemo-smart-xr-use-case:v1.2.19 
  metrics: 
    resources: 
      limits: 
        memory: 800Mi 
        cpu: 1000m 
        ephemeral-storage: "500Mi" 
mlPvc: 
  pvc: 
    storage: "3Gi" 
    storageClass: 
      enabled: true 
      name: "rook-cephfs" 
retrainStressModel: 
  image: nemometaos/nemo-smart-xr-stress:v1.0.6 
  # Preprocess params 
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  labeledPercentage: 0.10 
  heartRateThreshold: 60 
  # Split params 
  testSize: 0.2 
  randomState: 42 
  numClasses: 3 
  # Training params 
  epochs: 100 
  batchSize: 512 
  validationSplit: 0.2 
  patienceEarlyStop: 5 
  lrFactor: 0.3 
  patienceReduceLr: 3 
  learningRate: 1e-3 
  minLearningRate: 1e-5 
  # Pseudo-labeling 
  pseudoLabellingIterations: 3 
  confidenceThreshold: 0.95 
  sampleCap: 0.25 
  pseudoTrainSplit: 0.70 
  pseudoValSplit: 0.15 
  # Model Architecture 
  layer1units: 512 
  layer2Units: 256 
  layer3Units: 128 
  layer4Units: 64 
  activation: relu 
  finalActivation: softmax 
  dropout1: 0.4 
  dropout2: 0.4 
  dropout3: 0.3 
  dropout4: 0.3 
  kernelRegularizer: 0.02 
  # MinIO Configuration 
  minioEndpoint: "minio.smart-xr.platform.meta-os.eu" 
  secure: true 
  accessKey: "*********" 
  secretKey: "*********" 
  bucketName: "*********" 
  # Extra parameters 
  retrain: true 
  useGpu: true 
  deviceId: "2f2966f0f94b7537" 
  metrics: 
    resources: 
      limits: 
        memory: 512Mi 
        cpu: 500m 
        ephemeral-storage: "500Mi" 
        nvidia.com/gpu: 1 
busybox: 
  metrics: 
    resources: 
      limits: 
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        memory: 512Mi 
        cpu: 50m 
postgresql: 
  auth: 
    username: ******* 
    existingSecret: "{{ .Release.Name }}-postgres-secret" 
    database: ****** 
    service: 
      ports: 
        postgresql: "5432" 
  metrics: 
    enabled: true 
    resources: 
      requests: 
        memory: 512Mi 
        cpu: 250m 
      limits: 
        memory: 800Mi 
        cpu: 500m 
influxdb: 
  auth: 
    enabled: true 
    existingSecret: "smart-xr-influxdb-secret" 
    user: 
      org: "nemo" 
      bucket: "smart_xr_bucket" 
  influxdb: 
    resources: 
      requests: 
        memory: 512Mi 
        cpu: 250m 
      limits: 
        memory: 800Mi 
        cpu: 500m 
    service: 
      type: NodePort 
  serviceAccount: 
    create: false 
  networkPolicy: 
    enabled: false 
redis: 
  architecture: standalone 
  networkPolicy: 
    enabled: false 
  auth: 
    enabled: false 
  master: 
    service: 
      type: NodePort 
    persistence: 
      enabled: false 
    resources: 
      requests: 
        memory: 256Mi 
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        cpu: 100m 
      limits: 
        memory: 800Mi 
        cpu: 200m 
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